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The partons within the nuclei that are involved in the smaller-Q2 interactions control the overall energy279

density/entropy deposition in the initial state, and their interaction rate is largely driven by Npart. They280

lead to a “lumpiness” of the initial density profile, which is the result of fluctuations in the distribution of281

nuclear matter, and is observed in the figure. Immediately after the collision, the smaller-Q2 interactions282

occur in the context of a weakly coupled pre-equilibrium phase. This is succeeded via the creation of283

even softer partons in these processes, which enable the formation of a strongly coupled QGP phase. The284

hard processes from large-Q2 interactions, with their rate driven by Ncoll, result in the creation of high285

momentum (or high mass) quarks or gluons, as indicated in the figure via the gluon and charm quark286

trajectories. As they have short wavelengths, they will interact with other quarks and gluons on a micro-287

scopic level, leading to energy loss effects (the energy being transferred to the medium), and therefore288

they offer information on the opaqueness of a QGP. The interactions of high-momentum partons with a289

QGP can be radiative (indicated in the figure for a gluon) as well as elastic, as indicted by the change290

in direction of the charm quark. The amount of energy loss will depend on the momentum, mass, type291

of process (inelastic or elastic), the distance traversed (path length) of the hard scattered parton, and is292

subject to stochastic processes. The heavy quarks produced via hard processes can also form quarkonia293

(bound heavy quark-antiquark states), with their production rate being suppressed because the binding294

force between the quark and anti-quark is weakened (screened) by the presence of the color charge295

of quarks and gluons. That suppression is closely related to the temperature of the QGP, and can be296

counterbalanced by a regeneration process that recombines heavy quarks participating in the medium in-297

teractions, depending on the abundance of heavy quarks. In addition, the parton fragmentation processes298

(indicated by the yellow cone) lead to jets, partonic showers that arise from these highly virtual partons,299

and that fragment into experimentally observable hadrons once the shower components reach low virtu-300

ality. That fragmentation pattern in the medium can be altered compared to vacuum like conditions, e.g.301

e+e� collisions.302
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Figure 3: The evolution of a heavy-ion collision at LHC energies.

The evolution of a QGP for most processes involved in soft interactions after ⇠ 1 fm/c can be understood303

as follows. Since the mean free path of the vast majority of QGP constituents is expected to be much304

smaller than the size of the QGP formed (assuming these constituents are strongly coupled), multiple305

interactions drive an expansion. This expansion is highly influenced by the non-uniform energy distribu-306
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Instead of by impact parameter, the centrality is also often characterized by the

number of participating nucleons (nucleons that undergo at least one inelastic collision)

or by the number of equivalent binary collisions. Phenomenologically it is found that the

total particle production scales with the number of participating nucleons whereas hard

processes scale with the number of binary collisions. These measures can be related

to the impact parameter b using a realistic description of the nuclear geometry in a

Glauber calculation [19], as is shown in Fig. 3b. This Figure also shows that Pb–Pb

collisions at
p
sNN = 2.76 TeV and Au-Au at

p
sNN = 0.2 TeV have a similar distribution

of participating nucleons. The number of binary collisions increases from Au–Au to Pb–

Pb by about 50% because the nucleon-nucleon inelastic cross section increases by about

that amount at the respective center of mass energies of 0.2 and 2.76 TeV.

3. Anisotropic Flow

Flow signals the presence of multiple interactions between the constituents of the

medium created in the collision. More interactions usually leads to a larger magnitude

of the flow and brings the system closer to thermalization. The magnitude of the

flow is therefore a detailed probe of the level of thermalization. The theoretical tools
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Figure 4. Almond shaped interaction volume after a non-central collision of two
nuclei. The spatial anisotropy with respect to the x-z plane (reaction plane) translates
into a momentum anisotropy of the produced particles (anisotropic flow).

to describe flow are hydrodynamics or microscopic transport (cascade) models. In the

transport models flow depends on the opacity of the medium, be it partonic or hadronic.

Hydrodynamics becomes applicable when the mean free path of the particles is much

smaller than the system size, and allows for a description of the system in terms of

macroscopic quantities. This gives a handle on the equation of state of the flowing

matter and, in particular, on the value of the sound velocity cs.

Experimentally, the most direct evidence of flow comes from the observation of

anisotropic flow which is the anisotropy in particle momentum distributions correlated

The traditional picture


vn depends on EoS, transport parameters, initial conditions
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Figure 5. The created initial transverse energy density profile and its time
dependence in coordinate space for a non-central heavy-ion collision [21]. The z-axis
is along the colliding beams, the x-axis is defined by the impact parameter.

with the reaction plane. The reaction plane is defined by the impact parameter and the

beam direction z (see Fig. 4). A convenient way of characterizing the various patterns

of anisotropic flow is to use a Fourier expansion of the invariant triple di↵erential

distributions:

E
d3N

d3p
=

1

2⇡

d2N

ptdptdy

 

1 + 2
1X

n=1

vn cos[n('� RP)]

!

, (2)

where E is the energy of the particle, p the momentum, pt the transverse momentum, '

the azimuthal angle, y the rapidity, and  RP the reaction plane angle. The sine terms

in such an expansion vanish because of the reflection symmetry with respect to the

reaction plane. The Fourier coe�cients are pt and y dependent and are given by

vn(pt, y) = hcos[n('� RP)]i, (3)

where the angular brackets denote an average over the particles, summed over all events,

in the (pt, y) bin under study. In this Fourier decomposition, the coe�cients v1 and v2
are known as directed and elliptic flow, respectively.

The evolution of the almond shaped interaction volume is shown in Fig. 5. The

contours indicate the energy density profile and the plots from left to right show how

the system evolves from an almond shaped transverse overlap region into an almost

symmetric system. During this expansion, governed by the velocity of sound, the created

hot and dense system cools down.

Figure 6a shows the velocity of sound versus temperature for three di↵erent

equations of state [22]. The dash-dotted line is the hadron resonance gas EoS, the

red full line is a parameterization of the EoS which matches recent lattice calculations

and the blue dashed line is an EoS which incorporates a first order phase transition.

The arrows indicate the corresponding transition temperatures for the lattice inspired

EoS and the EoS with a first order phase transition. The temperature dependence of

the sound velocity clearly di↵ers significantly between the di↵erent equations of state.

Because the expansion of the system and the buildup of collective motion depend on the

velocity of sound, it is expected that this di↵erence will have a clear signature in the flow.
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Figure 1: Anisotropy coefficients
for nucleons and charged pions in
RQMD for collisions in the impact
parameter range of 5 ≤ b ≤ 10 fm.
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Figure 2: Anisotropy coefficients
for nucleons and charged pions in
HIJING for collisions in the im-
pact parameter range of 5 ≤ b ≤
10 fm.

increasingly difficult to resolve them from the “soft” particles. These jets
with ET < 5 GeV are usually refered to as mini-jets. At RHIC energies it
has been estimated that 50% of the transverse energy is produced by mini-
jets [36].

Medium induced radiative energy loss of high pt partons (jet quenching)
could be very different in a hadronic medium and a partonic medium. Re-
cently it was shown that this energy loss per unit distance, dE/dx, grows
linearly with the total length of the medium [37]. For non central collisions
the hot and dense overlap region has an almond shape. This implies different
path lengths and therefore different energy loss for particles moving in the
in-plane versus the out-plane direction. To study this anisotropy with respect
to the reaction plane [32], 100 000 Au+Au collisions at

√
s = 200 AGeV have

6

or the FTPCs can be used. This would initially provide a cross check and
later combining both detectors would increase the resolution. For this study
we only need the momenta of the charged hadrons and thus anisotropic flow
could be one of the first results from STAR. For future analyses it would be
good to have particle identification. Because it is important to study the
dependence of v2 as a function of b [29] we would like to have 10 centrality
bins, which would be possible with 1 000 000 minimum bias events.
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Figure 4: RQMD v2.4 prediction
for elliptic flow using π+, π− and
protons within 2.5 ≤ |y| ≤ 4.0.
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Figure 5: RQMD v2.4 prediction
for directed flow using π+, π− and
protons within 2.5 ≤ |y| ≤ 4.0.

obtained in the STAR FTPCs using subevents is shown in Fig. 4d. If only
one FTPC would be used this resolution would be approximately

√
2 smaller.

Using v2 the event plane can be determined, however the sign of v2 is
not determined relative to b. This sign could be determined from v2 relative
to Ψ1. Fig. 1c shows that around mid rapidity v1 is maximally 0.5% which
makes Ψ1 extremely hard to measure. From Fig. 1a and 1c it is clear that the
best region to measure v1 is at forward rapidity. Fig. 5a shows v1 integrated
over the FTPC rapidity region, versus b. As for v2, the π+, π− and protons
are combined. This decreases the magnitude of v1 because their signs are
opposite but the FTPCs are not able to separate these particles. At large
b the magnitude of v1 becomes ≈ 1% and, although this is already hard to
measure, also the multiplicity decreases rapidly at large b. This leads to
negligible resolution for v1 at all values of b, which is shown in Fig. 5c.

6 Conclusion

We have investigated the feasibility of reconstructing the event plane. Both
Fig. 3 and Fig. 4 show that it is possible to determine the second harmonic
event plane and calculate v2 within STAR, assuming the RQMD predictions
(multiplicity distribution, magnitude of v2) are correct. For v2 both the TPC

9
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STAR (QM2001)

3

flow. To estimate the magnitude of non-flow effects we have chosen the sub-events in
three different ways: 1) Assigning particles with pseudorapidity −1 < η < −0.05 to one
sub-event and particles with 0.05 < η < 1 to the other. Short range correlations, such
as Bose-Einstein or Coulomb, are to a large extent eliminated by the “gap” between the
two sub-events. 2) Dividing randomly all particles into two sub-events, sensitive to all
non-flow effects. 3) Assigning positive particles to one sub-event and negative particles to
the other, allowing an estimation of the contribution from resonance decays. In Fig. 2 the
resulting v2 versus centrality from each of these methods is shown. The charged particles
were integrated over 0.1 < pt < 2.0 GeV/c and |η| < 1.3. The results from the three
methods are for the central and mid-peripheral events very similar. However, for the
most peripheral events the results vary among the methods by about 0.005.
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Figure 3. The integrated elliptic flow signal,
v2, with the estimated systematic uncertain-
ties.
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Figure 4. Excitation function of v2 from top
AGS to RHIC energies.

Not all non-flow contributions might be known and the effects of others, such as jets,
are difficult to estimate because of their long-range correlation. Recently new methods
to estimate these non-flow effects have become available [13]. In order to estimate the
systematic uncertainty due to the effects of jets in this analysis, we assume that jets con-
tribute at the same level to both the first and second order correlations. This assumption
is verified by the Hijing [15] model. Taking the maximum observed positive first order
correlation, 0.05, as being completely due to non-flow will reduce the calculated v2 val-
ues. Figure 3 shows v2 versus centrality, where the statistical uncertainties are smaller
than the markers and the uncertainties shown are the systematic uncertainties due to this
estimated non-flow effect.
Figure 4 shows the maximum v2 value as a function of collision energy. It rises mono-

tonically from about 0.02 at the top AGS energy [4], 0.035 at the SPS [7] to about 0.06
at RHIC energies [9]. This increasing magnitude of the integrated elliptic flow indicates
that the degree of thermalization, which is associated with the amount of rescattering,
is higher at the higher beam energies. However, interpretation of the excitation function
has to be done with care. The v2 values used here are the maximum values as a function
of centrality for each energy. The centrality where v2 peaks can change as a function of

R.Snellings (STAR Collaboration) nucl-ex/0104006 (2001) QM2001

big increase measured 
compared to predictions hadron 
cascade model(s)
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FIG. 2: Differential elliptic flow for pions, kaons and protons
+ antiprotons for minimum-bias events. The solid lines show
the fit with the modified Blast Wave model, and the dotted
lines are the fit with the unmodified model.

GeV/c.
The flow analysis method [21] involves the calculation

of the event plane angle, which is an experimental esti-
mator of the real reaction-plane angle. For the analysis
presented in this Letter, each particle was correlated with
the event plane from all the other particles (for the other
methods, see [22]). The differential elliptic flow, v2, de-
pends on mass, rapidity (y) and pt. In Fig. 2, v2(pt)
is shown for pions, kaons, and protons + antiprotons
for minimum-bias collisions [23], integrated over rapidity
and centrality by taking the multiplicity-weighted aver-
age. The uncertainties shown are statistical only. Using
the same procedure to estimate the systematic uncertain-
ties as in Ref. [9] for v2 integrated over pt, the systematic
uncertainty for minimum-bias data is 13%. We have ver-
ified that the positive and negative identified particles
used in this analysis have the same v2(pt) within statis-
tical uncertainties. For v2(pt), the pions were integrated
over |y| ≤ 1.0, the kaons over |y| ≤ 0.8, and the protons
+ antiprotons over |y| ≤ 0.5 (the rapidity ranges chosen
correspond to approximately consistent |η| coverage for
all of the selected particles). Mathematically the v2 value
at pt = 0, as well as its first derivative, must be zero. As
a function of pt, the pions exhibit an almost linear depen-
dence of v2, whereas the protons + antiprotons exhibit a
more quadratic behavior, clearly different from the pions.
As expected in a hydrodynamic picture, the kaons lie be-
tween the pions and the protons + antiprotons. The 90%
purity of the protons + antiprotons in the 0.8 ≤ pt ≤ 0.9
range leads to a maximum +5% systematic error on the
v2 value in this bin. The observed behavior may be the
result of the interplay between the mean expansion ve-
locity, the elliptic component of the expansion velocity,
and the thermal velocity of the particles. A similar effect
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FIG. 3: Upper panel: Differential elliptic flow for pions in
three different centrality bins. Lower panel: The same for
protons + antiprotons. The dotted lines show the predictions
from a full hydrodynamic model calculation [15]. The uncer-
tainties shown are statistical only.

was discussed for the case of directed flow in [24].
The differential elliptic flow, v2(pt), is plotted for pions

for three different centrality selections in the upper panel
of Fig. 3, and for protons in the lower panel. The open
triangles represent the most central 11% of the measured
cross section. The open squares correspond to 11 – 45%
of the measured cross section, and the open circles corre-
spond to 45 – 85%. The uncertainties on the points are
statistical only. The systematic uncertainty is smallest
for the centrality region with the best reaction plane res-
olution and is estimated to be 20% for the most central
bin, 8% for the mid-central bin, and 22% for the most
peripheral bin. At a given pt, the more peripheral colli-
sions have the largest value of v2(pt), and v2(pt) decreases
for more central collisions. For all three of the centrality
ranges, in the measured pt range, the pt dependence of
v2 for pions is approximately linear.
We have fitted the data with a simple hydrodynamic-

motivated model. This model is a generalization of the
Blast Wave model from [15, 25] assuming the flow field
is perpendicular to the freeze-out hyper-surface.

v2(pt) =

∫ 2π

0
dφb cos(2φb)I2(αt)K1(βt)(1 + 2s2 cos(2φb))
∫ 2π

0
dφbI0(αt)K1(βt)(1 + 2s2 cos(2φb))

,

(1)

where I0, I2, and K1 are modified Bessel functions,
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and where αt(φb) = (pt/Tf) sinh(ρ(φb)), and βt(φb) =
(mt/Tf) cosh(ρ(φb)). The basic assumptions of this
model are boost-invariant longitudinal expansion and
freeze-out at constant temperature Tf on a thin shell,
which expands with a transverse rapidity exhibiting a
second harmonic azimuthal modulation given by ρ(φb) =
ρ0 + ρa cos(2φb). In this equation, φb is the azimuthal
angle (measured with respect to the reaction plane) of
the boost of the source element on the freeze-out hyper-
surface [15], and ρ0 and ρa are the mean transverse ex-
pansion rapidity (v0 = tanh(ρ0)) and the amplitude of
its azimuthal variation, respectively. With s2 = 0, our
equation reduces to Eq.2 from [15]. In Fig. 2, the fit to
the minimum-bias data with s2 = 0 is shown as the dot-
ted lines. The poor fit shows that the data can not be
described under the assumption of a spatially isotropic
freeze-out hyper-surface in the transverse plane. This
led us to generalize Eq.2 from [15] to the case of a spa-
tially anisotropic freeze-out hyper-surface, introducing
one extra parameter, s2, describing the variation in the
azimuthal density of the source elements, ∝ 2s2 cos(2φb).
This additional parameter leads to a good description of
the data, shown as the solid lines in Fig. 2. A positive
value of the s2 parameter would mean that there are more
source elements moving in the direction of the reaction
plane. The s2 parameter does not distinguish between
an in-plane or out-of-plane extended source, because the
direction of the flow field is not an observable. However,
azimuthally sensitive HBT measurements will be able to
address this. In this model (Eq. 1), elliptic flow as a func-
tion of particle transverse momentum, v2(pt), starts from
zero and rises approximately quadratically with pt until
the particle becomes relativistic, and then v2(pt) con-
tinues to rise almost linearly. For the heavier particles,
the linear rise is delayed. These mass-dependent effects
are larger for lower temperatures (Tf ) and larger trans-
verse rapidities (ρ0). The linear rise increases with both
the amplitude of the azimuthal variation of the trans-
verse expansion rapidity (ρa) and the elliptic deforma-
tion (s2), but only ρa produces a mass dependence. This
arises from the dependence of the s2 parameter effect
on momentum not energy. This also results in a change
in slope and a characteristic curvature in v2(pt), since
the flow associated with s2 saturates quite early, when
pt/T " 1 [26]. The fact that the data can not be de-
scribed with s2 = 0 leads to the interpretation that the
elliptic flow is not caused by an azimuthal velocity varia-
tion alone, but by the combination of a velocity difference
and a spatially anisotropic freeze-out hyper-surface.
Table I lists the results of the two fits (without, and

with s2) for minimum-bias data. The parameters are
correlated and therefore have large uncertainties. It is
expected that better constraints on the parameters can
be obtained in the future, when the fits to the single in-
clusive spectra for different mass particles are available.
As the solid lines in Fig. 2 show, the data could be de-

scribed by a reasonable set of parameters. For the dif-
ferent centralities, the Tf and ρ0 were kept fixed to the
minimum-bias values. Both the obtained ρa and s2, not
shown, decrease from peripheral to central collisions as
expected from a simple geometrical picture.

Tf (MeV) ρ0 ρa s2
135 ± 19 0.58 ± 0.03 0.09 ± 0.02 0
101 ± 24 0.61 ± 0.05 0.04 ± 0.01 0.04 ± 0.01

TABLE I: The parameters from the Blast Wave fit for
minimum-bias collisions. The first row lists the parameters
for the unmodified fit (s2 = 0), the second row gives the re-
sults from the fit function including the spatially anisotropic
freeze-out hyper-surface.

A full hydrodynamic calculation, shown in Ref. [15],
describes the v2(pt) for pions, kaons and protons + an-
tiprotons for minimum-bias collisions equally well. The
agreement is consistent with early local thermal equilib-
rium and the presence of an early stage pressure gradient.
However, within the current statistical uncertainties in
the data and different theoretical interpretations [27], the
measurement does not justify drawing inferences about
the different EOS. Comparing the centrality dependence
from our Fig. 3 with the same hydrodynamic calculation,
shows a deviation which is most pronounced for the most
peripheral data. This might indicate that the amount of
particle rescattering in peripheral collisions is insufficient
to justify the local thermal approximation implicit in hy-
drodynamical models.
We have made the first measurement of identified par-

ticle elliptic flow at RHIC. The measured elliptic flow as
a function of pt and centrality differs significantly for par-
ticles of different masses. This mass dependence can be
described with a simple hydrodynamic-motivated Blast
Wave model. This model suggests that elliptic flow is
generated by the combination of an azimuthal velocity
variation and a spatially anisotropic freeze-out hyper-
surface. The mass dependence of v2(pt) is also in close
agreement with full hydrodynamic model calculations,
suggesting that in Au+Au collisions at

√
s
NN

= 130 GeV,
a system is created which, for central and mid-peripheral
collisions, is consistent with early local thermal equilib-
rium followed by hydrodynamic expansion.
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the simulations, the flow extracted was (2.0± 0.1)% and
(9.7± 0.2)%, respectively.
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FIG. 3. Elliptic flow (solid points) as a function of central-
ity defined as nch/nmax. The open rectangles show a range of
values expected for v2 in the hydrodynamic limit, scaled from
ε, the initial space eccentricity of the overlap region. The
lower edges correspond to ε multiplied by 0.19 and the upper
edges to ε multiplied by 0.25.

Fig. 3 shows v2 as a function of centrality of the colli-
sion. Although this figure was made with the subevents
chosen as in Fig. 2, the same results within errors were
obtained with the other correlation methods. Restricting
the primary vertex z position to reduce TPC acceptance
edge effects also made no difference. From the results of
the study of non-flow contributions by different subevent
selections and the maximum magnitudes of the first and
higher-order harmonics, we estimate a systematic error
for v2 of about 0.005, with somewhat smaller uncertainty
for the mid-centralities where the resolution of the event
plane is high. The systematic errors are not included in
the figures.
In the hydrodynamic limit, elliptic flow is approxi-

mately proportional to the initial space anisotropy, ε,
which is calculated in Ref. [27]. The transformation to
the multiplicity axis in Fig. 3 was done using a Hijing [22]
simulation, taking into account the above mentioned
vertex-finding inefficiency for low multiplicity events. In
comparing the flow results to ε, no unusual structure is
evident which could be attributed to the crossing of a
phase transition while varying centrality [4,19]. The ε
values in Fig. 3 are scaled to show the range of hydrody-
namic predictions [6,8] for v2/ε from 0.19 to 0.25. The
data values for the lower multiplicities could indicate in-
complete thermalization during the early time when el-
liptic flow is generated [5,6]. On the other hand, for
the most central collisions, comparison of the data with
hydrodynamic calculations suggest that early-time ther-

malization may be complete. The v2 values peak at more
peripheral collisions than RQMD predictions [18], but in
qualitative agreement with hydrodynamic models [7].

0 0.2 0.4 0.6 0.8 1 1.2 1.4 1.6 1.8 2
0

0.02

0.04

0.06

0.08

0.1

0.12

0.14

0.16

0.18

0.2

 (GeV/c)tp

2v

FIG. 4. Elliptic flow as a function of transverse momen-
tum for minimum bias events.

The differential anisotropic flow is a function of η and
pt. For the integrated results presented here, all v val-
ues should first be calculated as a function of η and pt,
and then averaged over either or both variables using the
double differential cross sections as weights. Since we do
not yet know the cross sections, we have averaged us-
ing the observed yields. Fig. 4 shows v2 as a function of
pt for a minimum bias trigger. The η dependence (not
shown), which is averaged over pt from 0.1 to 2.0 GeV/c,
is constant at a value of (4.5 ± 0.5)% for |η| <∼ 1.3. We
have assumed that the efficiency (yield/cross section) is
constant in the pt range where the yield is large. This is
borne out by studies of the effects of different track qual-
ity cuts on the observed pt spectra. For the pt depen-
dence the data are not very sensitive to the assumption
of constant efficiency as a function of η because v2 ap-
pears to be independent of η in the range used, |η| < 1.3.
Mathematically the v2 value at pt = 0, as well as its
first derivative, must be zero, but it is interesting that v2
appears to rise almost linearly with pt starting from rela-
tively low values of pt. This is consistent with a stronger
“in-plane” hydrodynamic expansion of the system than
the average radial expansion. Note that the results shown
in Fig. 3 were obtained by taking the average over both η
and pt, weighted by the yield. Although Fig. 4 is for ap-
proximately minimum bias data [28] the general shapes
are the same for data selected on centrality, except that
the slopes of the pt curves depend on centrality. Fig. 4
was made using pseudorapidity subevents, although the
same results within errors were obtained using the other
two methods.
We conclude that elliptic flow at RHIC rises up to

about 6% for the most peripheral collisions, a value which

4

in good agreement for mid 
central collisions with “hydro” well described by improved blast-wave
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Figure 8. a) The eccentricity " calculated in a color glass condensate (CGC) model
and using a Glauber model [28]. b) The v2 obtained using the CGC or Glauber initial
eccentricity [28].

spatial anisotropy can be characterized by the eccentricity, which is defined by

" =
hy2 � x2i
hy2 + x2i , (5)

where x and y are the positions of the participating nucleons in the transverse plane

and the brackets denote an average which traditionally was taken over the number of

participants. Recent calculations have shown that the eccentricity obtained in di↵erent

descriptions, in particular comparing a Glauber with a Color Glass Condensate (CGC)

description, shows that " varies by almost 25% at a given impact parameter [28], see

Fig. 8a. The elliptic flow, obtained when using these di↵erent initial eccentricities is

shown in Fig. 8b. As expected, the di↵erent magnitude of the eccentricity propagates to

the magnitude of the elliptic flow. Because currently we cannot measure the eccentricity

independently this leads to a large uncertainty in experimental determination of ⌘/s.

To summarize, we have seen that the elliptic flow depends on fundamental

properties of the created matter, in particular the sound velocity and the shear viscosity,

but also on the initial spatial eccentricity. Detailed measurements of elliptic flow as

function of transverse momentum, particle mass and collision centrality provide an

experimental handle on these properties. In the next section, before we discuss the

measurements, we first explain how we estimate the anisotropic flow experimentally.

4. Elliptic Flow: Analysis Methods

Because the reaction plane angle is not a direct observable the elliptic flow (Eq. 3) can

not be measured directly so that it is usually estimated using azimuthal correlations

between the observed particles. Two-particle azimuthal correlations, for example, can

be written as:

hhei2('1�'2)ii = hhei2('1� RP�('2� RP))ii,Elliptic Flow: A Brief Review 10

= hhei2('1� RP)ihe�i2('2� RP)i+ �2i,
= hv22 + �2i, (6)

where the double brackets denote an average over all particles within an event, followed

by averaging over all events. In Eq. 6 we have factorized the azimuthal correlation

between the particles in a common correlation with the reaction plane (elliptic flow v2)

and a correlation independent of the reaction plane (non-flow �2). Here we have assumed

that the correlation between v2 and �2 is negligible. If �2 is small, Eq. 6 can be used

to measure hv22i, but in general the non-flow contribution is not negligible. In Fig. 9

(a) (b) (c)

Figure 9. Examples of particle distributions in the transverse plane, where for a)
v2 > 0, v2{2} > 0, b) v2 = 0, v2{2} = 0, and c) v2 = 0, v2{2} > 0.

we illustrate two-particle nonflow contributions as follows: In Fig. 9a an anisotropic

distribution is shown for which both v2 = hcos 2�i and the two-particle correlation

v2{2} =
q
hcos 2(�1 � �2)i are positive. Figure 9b shows a symmetric distribution for

which v2 = 0 and also v2{2} = 0. Figure 9c shows two symmetric distributions rotated

with respect to each other which give v2 = 0 while v2{2} is nonzero. This illustrates

how non-flow contributions from sources like resonance decays or jets can contribute to

v2 measured from two particle correlations.

The collective nature of elliptic flow can be exploited to suppress non-flow

contributions [29, 30]. This is done using so called cumulants, which are genuine multi-

particle correlations. For instance, the two particle cumulant c2{2} and the four particle

cumulants c2{4} are defined as:

c2{2} ⌘
DD

ei2('1�'2)
EE

=
D
v22 + �2

E
. (7)

c2{4} ⌘
DD

ei2('1+'2�'3�'4)
EE

� 2
DD

ei2('1�'2)
EE2

,

=
D
v42 + �4 + 4v22�2 + 2�22

E
� 2

D
v22 + �2

E2
,

=
D
�v42 + �4

E
. (8)

From the combinatorics it is easy to show that �2 / 1/Mc and �4 / 1/M3
c , where Mc is

the number of independent particle clusters. Therefore, v2{2} is only a good estimate

if v2 � 1/
p
Mc while v2{4} is already a good estimate of v2 if v2 � 1/Mc

3/4; for c2{1}
this argument leads to v2 � 1/Mc. This shows that for a typical Pb–Pb collision at

the LHC with Mc = 500 the possible non-flow contribution can be reduced by more

than an order of magnitude using higher order cumulants. One of the problems in using
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Non flow δ2 ∝ 1/Mc δ4 ∝ 1/M3
c

⟨v2
2⟩ = ⟨v2⟩2 + σ2

if σ ≪ ⟨v⟩ then

Fluctuations 
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multi-particle correlations is the computing power needed to go over all possible particle

multiplets. To avoid this problem, multi-particle correlations in heavy-ion collision are

calculated from generating functions with numerical interpolations [29] or, as was shown

more recently, from an exact solution [31].

The last equality in Eq. 8 follows from the assumption that v2 and �2 are

uncorrelated and also that h�22i = h�2i2 and hv42i = hv22i2. In other words, we have

neglected the event-by-event fluctuations in v2 and �2. The e↵ect of the fluctuations on

v2 estimates can be obtained from

hv22i = hv2i2 + �2,

hv42i = hv2i4 + 6�2hv2i2,
hv62i = hv2i6 + 15�2hv2i4. (9)

Neglecting the non-flow terms we have the following expressions for the cumulants:

v2{2} =
q
hv22i,

v2{4} = 4
q
2hv22i2 � hv42i,

v2{6} = 6

s
1

4
(hv62i � 9hv22ihv42i+ 12hv22i3). (10)

Here we have introduced the notation v2{n} as the flow estimate from the cumulant

c2{n}. Assuming that � ⌧ hvi we obtain from Eqs. 9 and 10, up to order �2:

v2{2} = hv2i+
1

2

�2

hv2i
,

v2{4} = hv2i �
1

2

�2

hv2i
,

v2{6} = hv2i �
1

2

�2

hv2i
. (11)

From Eqs. 7 and 11 it is clear that the di↵erence between v2{2} and v2{4} is sensitive

to non-flow and fluctuations.

Flow fluctuations have become an important part of elliptic flow studies [32, 33,

34, 35, 36, 37, 38, 39, 40, 41, 42]. It is believed that such fluctuations originate mostly

from fluctuations in the initial collision geometry. This is illustrated in Fig. 10 which

shows participants that are randomly distributed in the overlap region. This collection

of participants defines a participant plane  PP [33] which fluctuates, for each event,

around the reaction plane  RP. These fluctuations can be estimated from calculations

in, for instance, a Glauber model.

Figure 11a shows the eccentricities (Eq. 5) calculated in a Glauber model. Here

"{RP} denotes the eccentricity in the reaction plane, " is the participant eccentricity

and "{2} and "{4} are the participant eccentricities calculated using the cumulants,

analogous to the definitions in Eq. 10 [32]. In Fig. 11a the eccentricities are calculated

using as a weight the participating nucleons (open and solid markers) or as a weight

binary collisions (dashed lines). The figure clearly shows that in both cases " is in

vn(pt, y) = ⟨cos[n(φ − ΨRP)]⟩
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Instead of by impact parameter, the centrality is also often characterized by the

number of participating nucleons (nucleons that undergo at least one inelastic collision)

or by the number of equivalent binary collisions. Phenomenologically it is found that the

total particle production scales with the number of participating nucleons whereas hard

processes scale with the number of binary collisions. These measures can be related

to the impact parameter b using a realistic description of the nuclear geometry in a

Glauber calculation [19], as is shown in Fig. 3b. This Figure also shows that Pb–Pb

collisions at
p
sNN = 2.76 TeV and Au-Au at

p
sNN = 0.2 TeV have a similar distribution

of participating nucleons. The number of binary collisions increases from Au–Au to Pb–

Pb by about 50% because the nucleon-nucleon inelastic cross section increases by about

that amount at the respective center of mass energies of 0.2 and 2.76 TeV.

3. Anisotropic Flow

Flow signals the presence of multiple interactions between the constituents of the

medium created in the collision. More interactions usually leads to a larger magnitude

of the flow and brings the system closer to thermalization. The magnitude of the

flow is therefore a detailed probe of the level of thermalization. The theoretical tools

x,b

y
z

Rea
cti

on Plan
e

Figure 4. Almond shaped interaction volume after a non-central collision of two
nuclei. The spatial anisotropy with respect to the x-z plane (reaction plane) translates
into a momentum anisotropy of the produced particles (anisotropic flow).

to describe flow are hydrodynamics or microscopic transport (cascade) models. In the

transport models flow depends on the opacity of the medium, be it partonic or hadronic.

Hydrodynamics becomes applicable when the mean free path of the particles is much

smaller than the system size, and allows for a description of the system in terms of

macroscopic quantities. This gives a handle on the equation of state of the flowing

matter and, in particular, on the value of the sound velocity cs.

Experimentally, the most direct evidence of flow comes from the observation of

anisotropic flow which is the anisotropy in particle momentum distributions correlated
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These geometries are thought to be responsible for the vn’s which we observe

vn(pt, y) = ⟨cos[n(φ − Ψn)]⟩
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8

and contamination as a function of transverse momen-
tum also do not depend significantly on the track den-
sity and are therefore the same for all centrality classes.
The relative momentum resolution for tracks used in this
analysis was better than 5%, both for the combined ITS–
TPC and TPC-standalone tracks. The results obtained
from the ITS-TPC and TPC standalone tracking are in
excellent agreement. Due to the smaller corrections for
the azimuthal acceptance, the results obtained using the
TPC standalone tracks are presented in this Letter.
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FIG. 2. (color online) a) v2(pt) for the centrality bin 40–
50% from the 2- and 4-particle cumulant methods for this
measurement and for Au–Au collisions at

p
sNN = 200 GeV.

b) v2{4}(pt) for various centralities compared to STAR mea-
surements. The data points in the 20–30% centrality bin are
shifted in pt for visibility.

The pt-di↵erential flow was measured for di↵erent
event centralities using various analysis techniques. In
this Letter we report results obtained with 2- and
4-particle cumulant methods [34], denoted v2{2} and
v2{4}. To calculate multiparticle cumulants we used
a new fast and exact implementation [35]. The v2{2}
and v2{4} measurements have di↵erent sensitivity to flow
fluctuations and nonflow e↵ects – which are uncorrelated
to the initial geometry. Analytical estimates and results
of simulations show that nonflow contributions to v2{4}
are negligible [36]. The contribution from flow fluctua-
tions is positive for v2{2} and negative for v2{4} [37]. For
the integrated elliptic flow we also fit the flow vector dis-
tribution [38] and use the Lee-Yang Zeroes method [39],
which we denote by v2{q-dist} and v2{LYZ}, respec-
tively [40]. In addition to comparing the 2- and 4-particle
cumulant results we also estimate the nonflow contribu-

tion by comparing to correlations of particles of the same
charge. Charge correlations due to processes contribut-
ing to nonflow (weak decays, correlations due to jets, etc.)
lead to stronger correlations between particles of unlike
charge sign than like charge sign.
Figure 2a shows v2(pt) for the centrality class 40–50%

obtained with di↵erent methods. For comparison, we
present STAR measurements [41, 42] for the same cen-
trality from Au–Au collisions at

p
sNN = 200 GeV,

indicated by the shaded area. We find that the value
of v2(pt) does not change within uncertainties fromp
sNN = 200 GeV to 2.76 TeV. Figure 2b presents v2(pt)

obtained with the 4-particle cumulant method for three
di↵erent centralities, compared to STAR measurements.
The transverse momentum dependence is qualitatively
similar for all three centrality classes. At low pt there is
agreement of v2(pt) with STAR data within uncertain-
ties.
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The integrated elliptic flow is calculated for each cen-
trality class using the measured v2(pt) together with the
charged particle pt-di↵erential yield. For the determi-
nation of integrated elliptic flow the magnitude of the
charged particle reconstruction e�ciency does not play
a role. However, the relative change in e�ciency as a
function of transverse momentum does matter. We have
estimated the correction to the integrated elliptic flow
based on HIJING and Therminator simulations. Trans-
verse momentum spectra in HIJING and Therminator
are di↵erent, giving an estimate of the uncertainty in the
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and contamination as a function of transverse momen-
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sity and are therefore the same for all centrality classes.
The relative momentum resolution for tracks used in this
analysis was better than 5%, both for the combined ITS–
TPC and TPC-standalone tracks. The results obtained
from the ITS-TPC and TPC standalone tracking are in
excellent agreement. Due to the smaller corrections for
the azimuthal acceptance, the results obtained using the
TPC standalone tracks are presented in this Letter.
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tively [40]. In addition to comparing the 2- and 4-particle
cumulant results we also estimate the nonflow contribu-

tion by comparing to correlations of particles of the same
charge. Charge correlations due to processes contribut-
ing to nonflow (weak decays, correlations due to jets, etc.)
lead to stronger correlations between particles of unlike
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obtained with di↵erent methods. For comparison, we
present STAR measurements [41, 42] for the same cen-
trality from Au–Au collisions at
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indicated by the shaded area. We find that the value
of v2(pt) does not change within uncertainties fromp
sNN = 200 GeV to 2.76 TeV. Figure 2b presents v2(pt)

obtained with the 4-particle cumulant method for three
di↵erent centralities, compared to STAR measurements.
The transverse momentum dependence is qualitatively
similar for all three centrality classes. At low pt there is
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The integrated elliptic flow is calculated for each cen-
trality class using the measured v2(pt) together with the
charged particle pt-di↵erential yield. For the determi-
nation of integrated elliptic flow the magnitude of the
charged particle reconstruction e�ciency does not play
a role. However, the relative change in e�ciency as a
function of transverse momentum does matter. We have
estimated the correction to the integrated elliptic flow
based on HIJING and Therminator simulations. Trans-
verse momentum spectra in HIJING and Therminator
are di↵erent, giving an estimate of the uncertainty in the
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viscous hydrodynamical model VISH2+1 to a hadron cascade model UrQMD [11] for the dissipative
hadronic phase.

In the following sections of these proceedings I will first show that the integrated and pT-
di↵erential elliptic flow for charged and identified particles matches globally our expectations from a
boosted thermal system. However, a detailed comparison of identified particle elliptic flow measured
by the ALICE collaboration with viscous hydrodynamical calculations shows that a quantitative com-
parison fails for more central collisions. Including the contributions from individual hadron-hadron
re-interaction cross-sections, by augmenting the viscous hydrodynamical calculations using a hadron
cascade model, significantly modifies the pT-di↵erential elliptic flow compared to pure viscous hydro-
dynamical calculations. However this currently does not seem to improve the description of the data.
Finally, because resonances can provide more di↵erential information on the hadronic processes, I
will present in the last section the pT-di↵erential �-meson elliptic flow.

2 Charged Particle Elliptic Flow

Anisotropic flow is an important observable in ultra-relativistic heavy-ion collisions as it signals the
presence of multiple interactions between the constituents of the created matter. This includes possible
contributions from the di↵erent phases including the hadronic phase. Therefore, anisotropic flow
has been observed in nucleus–nucleus collisions from low energies up to psNN = 2.76 TeV at the
Large Hadron Collider (LHC) [12–14]. The azimuthal anisotropic flow is usually characterized by
the Fourier coe�cients [15]:

vn = hcos[n(� �  n)]i, (1)

where � is the azimuthal angle of the particle,  n is the azimuthal angle of the plane of symmetry, and
n is the order of the harmonic. The second Fourier coe�cient v2 is called elliptic flow [16].
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Figure 2. Left: Elliptic flow for charged particles as function of center of mass energy. Right: The charged
particle pT-di↵erential elliptic flow as function of center of mass energy [14, 17, 18].

In the left panel of Fig. 2 the elliptic flow as function of center of mass energy is plotted for charged
hadrons. Experimentally, because the planes of symmetry  n in Eq. 1 are not known, the anisotropic
flow coe�cients are estimated from measured correlations between the observed particles. Here the
elliptic flow estimated from two- and four-particle correlations is denoted by v2{2} and v2{4}, respec-
tively. The v2 obtained from two-particle correlations is in general not completely due to collective
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collaboration, are plotted. The same mass ordering, for pT < 2 GeV/c, is again observed, however we
see that the mass splitting is much more pronounced at a larger center of mass energy.

Ideal hydrodynamics predicts that the mass splitting pattern persists even at large values of pT
in contrast to what is observed in the data at RHIC and the LHC, this is apparent from Fig. 4 above
pT ⇡ 2 GeV/c. An elegant explanation of the particle type dependence and magnitude of v2 at larger
pT is provided by the coalescence picture [25].
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Figure 5. Comparison of pT-di↵erential v2 at psNN = 62.4 GeV [24] and 2.76 TeV [23] for di↵erent particle
species. Left: for the central 0–10% collisions. Right: for the collisions in the 10–40% centrality percentile.

To compare the collision energy dependence of the mass splitting we compare for two centralities
the pT-di↵erential v2 for pions and protons measured by STAR and ALICE. Figure 5 (left) shows
the comparison for the 0–10% centrality percentile. Because at RHIC energies we observe a small
di↵erence between the particle and antiparticle anisotropic flow [26], the STAR results are plotted
separately for ⇡+, ⇡� and p, p̄. In the right panel of Fig. 5 the same comparison is shown for more
peripheral, 10–40%, collisions. This comparison clearly illustrates the significant increase of the mass
splitting between pions and protons as function of collision energy, for both centrality ranges. Such an
increase is expected if the collective flow increases with collision energy and is therefore in qualitative
agreement with hydrodynamical model calculations.

First preliminary measurements of the pT-di↵erential v2 at psNN = 2.76 TeV for pions, kaons and
protons were presented and compared to viscous hydrodynamical model predictions at QM2011 [27].
For mid-central collisions, 40–50%, a fair agreement between the model calculations and the data
was observed. In Fig. 6 the comparison between viscous hydrodynamical calculations and the data is
shown, here also including the lambdas and cascades. Also for the lambdas and cascades there is a
fair agreement between data and theory.

However, for more central collisions a clear discrepancy between data and theory was observed
for the protons. This discrepancy, also observed in the yields and spectra of the protons and anti-
protons, is part of what is called the proton puzzle at the LHC. Recent ALICE measurements of the
pT-di↵erential v2, which now include more particles, show that this discrepancy is not only observed
for the protons but also for other baryons.

Although there is consensus that much of the dynamical evolution can be modelled by relativis-
tic viscous hydrodynamics, the clear deviations between data and the model, such as for the pT-
di↵erential v2 of baryons in more central collisions, show that not all relevant ingredients are in place.

v2(pt) is changing very little as function of collision energy v2(pt) for different particles is changing as expected 

for a boosted system
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For central collisions 0-5% we observe that at pt ⇡ 2
GeV/c v3 becomes equal to v2 and at pt ⇡ 3 GeV/c v4
also reaches the same magnitude as v2 and v3. For more
central collisions 0-2%, we observe that v3 becomes equal
to v2 at lower pt and reaches significantly larger values
than v2 at higher-pt. The same is true for v4 compared
to v2.

We compare the structures found with azimuthal cor-
relations between triggered and associated particles to
those described by the measured vn components. The
two-particle azimuthal correlations are measured by cal-
culating:

C(��) ⌘ Nmixed

Nsame

dNsame/d��

dNmixed/d��
, (3)

where �� = �trig��assoc. dNsame/d�� (dNmixed/d��)
is the number of associated particles as function of ��
within the same (di↵erent) event, and Nsame (Nmixed)
the total number of associated particles in dNsame/d��
(dNmixed/d��). Figure 4 shows the azimuthal correla-
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FIG. 4. (color online) The two-particle azimuthal correla-
tion, measured in 0 < �� < ⇡ and shown symmetrized over
2⇡, between a trigger particle with 2 < pt < 3 GeV/c and
an associated particle with 1 < pt < 2 GeV/c for the 0–1%
centrality class. The solid red line shows the sum of the mea-
sured anisotropic flow Fourier coe�cients v2, v3, v4 and v5
(dashed lines).

tion observed in very central collisions 0–1%, for trigger
particles in the range 2 < pt < 3 GeV/c with associated
particles in 1 < pt < 2 GeV/c for pairs in |�⌘| > 1.
We observe a clear doubly-peaked correlation structure
centered opposite to the trigger particle. This feature
has been observed at lower energies in broader central-
ity bins [32, 33], but only after subtraction of the elliptic
flow component. This two-peak structure has been in-
terpreted as an indication for various jet-medium modi-

fications (i.e. Mach cones) [32, 33] and more recently as
a manifestation of triangular flow [10–13]. We therefore
compare the azimuthal correlation shape expected from
v2, v3, v4 and v5 evaluated at corresponding transverse
momenta with the measured two-particle azimuthal trig-
gered correlation and find that the combination of these
harmonics gives a natural description of the observed cor-
relation structure on the away-side.
In summary, we have presented the first measurement

at the LHC of triangular v3, quadrangular v4 and pen-
tagonal particle flow v5. We have shown that the trian-
gular flow and its fluctuations can be understood from
the initial spatial anisotropy. The transverse momentum
dependence of v2 and v3 compared to model calculations
favors a small value of the shear viscosity to entropy ratio
⌘/s. For the 5% most central collisions we have shown
that v2 rises strongly with centrality in 1% centrality per-
centiles. The strong change in v2 and the small change
in v3 as a function of centrality in these 1% centrality
percentile classes follow the centrality dependence of the
corresponding spatial anisotropies. The two-particle az-
imuthal correlation for the 0–1% centrality class exhibits
a double peak structure around �� ⇠ ⇡ (the “away
side”) without the subtraction of elliptic flow. We have
shown that the measured anisotropic flow Fourier coe�-
cients give a natural description of this structure.
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initial spatial geometry, the comparison of these two and
four-particle cumulants provides a strong constraint on
the initial spatial geometry fluctuations.

The nonflow contribution to the two-particle correla-
tions is not known and might be significant. We utilize
four methods to study and correct for nonflow contribu-
tions to the vn{2} coe�cients. First we compare vn{2}
for like and unlike charge-sign combinations since they
have di↵erent contributions from resonance decay and
jet fragmentation. Second we used di↵erent pseudora-
pidity gap requirements between the two particles since
larger gaps reduce the nonflow contributions. Third we
utilize HIJING (a pQCD inspired model which does not
include flow) to estimate these contributions and, finally
we estimate the nonflow from the correlations measured
in proton–proton collisions. All of these methods indi-
cate that nonflow e↵ects are smaller than 10%. In this
Letter we use the dependence of the correlations on pseu-
dorapidity distance between particles as an estimate of
nonflow.

Figure 1a shows v2, v3 and v4 integrated over the pt
range 0.2 < pt < 5.0 GeV/c as a function of central-
ity. The v2{2}, v3{2} and v4{2} are shown for parti-
cles with |�⌘| > 1.0 and corrected for the estimated re-
maining nonflow contribution based on the correlation
measured in HIJING. The total systematic uncertainty
is shown as a band and fully includes this residual cor-
rection. The measured v3 is smaller than v2 and does
not depend strongly on centrality. The v3 is compatible
with predictions for Pb–Pb collisions from a hydrody-
namic model calculation with Glauber initial conditions
and ⌘/s = 0.08 and larger than for MC-KLN CGC ini-
tial conditions with ⌘/s = 0.16 [11], suggesting a small
value of ⌘/s for the matter created in these collisions.
The v3{4} is about a factor two smaller than the two-
particle measurement which can, as explained in [28], be
understood if v3 originates predominantly from event-
by-event fluctuations of the initial spatial geometry. For
these event-by-event fluctuations of the spatial geome-
try, the symmetry plane  3 is expected to be uncorre-
lated (or correlated very weakly [29]) with the reaction
plane  RP, and with  2. We evaluate the correlations
between  3 and  RP using the first-order event plane
from the ZDC via v3/ RP

= hcos(3�1 � 3 RP)i and the
correlation between  3 and  2 with a five-particle cor-
relator hcos(3�1 + 3�2 � 2�3 � 2�4 � 2�5)i /v32 = v23/ 2

.

In Fig. 1a v3/ RP
and v23/ 2

are shown as a function of
centrality. These correlations are indeed, within uncer-
tainties, consistent with zero as expected from a trian-
gular flow that originates predominantly from event-by-
event fluctuations of the initial spatial geometry.

To investigate the role of viscosity further we calculate
the ratios v2/"2 and v3/"3, where "2 and "3 are the el-
lipticity and triangularity of the initial spatial geometry,
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FIG. 1. (color online) a) v2, v3 and v4 integrated over the pt
range 0.2 < pt < 5.0 GeV/c as a function of event centrality,
with the more central (peripheral) collisions shown on the left-
(right-)hand side, respectively. Full and open squares show
v3{2} and v3{4}, respectively. In addition we show v23/ 2

and
v3/ RP

, which represent the triangular flow measured relative
to the second order event plane and the reaction plane, re-
spectively (for the definitions, see text). b) v2{2, |�⌘| > 1}
and v3{2, |�⌘| > 1} divided by the corresponding eccentric-
ity versus centrality percentile for Glauber [22] and MC-KLN
CGC [30] initial conditions.

defined by:

"n = �
⌦
r2 cosn(�� n)

↵

hr2i (2)

where the brackets denote an average which tradition-
ally is taken over the position of participating (wounded)
nucleons in a Glauber model [22].
Under the assumption that vn is proportional to "n,

vn{2} is proportional to "n{2} [27]. Figure 1b shows the
ratios vn/"n for eccentricities calculated with a Glauber
and a MC-KLN CGC [30] model, denoted by "Wn {2}
and "CGC

n {2}, respectively. We find that for a Glauber
model the magnitude of v3{2}/"3{2} is smaller than

ALICE Collaboration: Phys. Rev. Lett. 107 (2011) 032301

Convincing measurement of the higher harmonics

Indication of non-Glauber initial conditions
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multi-particle correlations is the computing power needed to go over all possible particle

multiplets. To avoid this problem, multi-particle correlations in heavy-ion collision are

calculated from generating functions with numerical interpolations [29] or, as was shown

more recently, from an exact solution [31].

The last equality in Eq. 8 follows from the assumption that v2 and �2 are

uncorrelated and also that h�22i = h�2i2 and hv42i = hv22i2. In other words, we have

neglected the event-by-event fluctuations in v2 and �2. The e↵ect of the fluctuations on

v2 estimates can be obtained from

hv22i = hv2i2 + �2,

hv42i = hv2i4 + 6�2hv2i2,
hv62i = hv2i6 + 15�2hv2i4. (9)

Neglecting the non-flow terms we have the following expressions for the cumulants:

v2{2} =
q
hv22i,

v2{4} = 4
q
2hv22i2 � hv42i,

v2{6} = 6

s
1

4
(hv62i � 9hv22ihv42i+ 12hv22i3). (10)

Here we have introduced the notation v2{n} as the flow estimate from the cumulant

c2{n}. Assuming that � ⌧ hvi we obtain from Eqs. 9 and 10, up to order �2:

v2{2} = hv2i+
1

2

�2

hv2i
,

v2{4} = hv2i �
1

2

�2

hv2i
,

v2{6} = hv2i �
1

2

�2

hv2i
. (11)

From Eqs. 7 and 11 it is clear that the di↵erence between v2{2} and v2{4} is sensitive

to non-flow and fluctuations.

Flow fluctuations have become an important part of elliptic flow studies [32, 33,

34, 35, 36, 37, 38, 39, 40, 41, 42]. It is believed that such fluctuations originate mostly

from fluctuations in the initial collision geometry. This is illustrated in Fig. 10 which

shows participants that are randomly distributed in the overlap region. This collection

of participants defines a participant plane  PP [33] which fluctuates, for each event,

around the reaction plane  RP. These fluctuations can be estimated from calculations

in, for instance, a Glauber model.

Figure 11a shows the eccentricities (Eq. 5) calculated in a Glauber model. Here

"{RP} denotes the eccentricity in the reaction plane, " is the participant eccentricity

and "{2} and "{4} are the participant eccentricities calculated using the cumulants,

analogous to the definitions in Eq. 10 [32]. In Fig. 11a the eccentricities are calculated

using as a weight the participating nucleons (open and solid markers) or as a weight

binary collisions (dashed lines). The figure clearly shows that in both cases " is in

https://doi.org/10.1007/JHEP07
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where vn{RP} refers to the anisotropic flow with respect to the reaction plane YRP, i.e. the plane spanned
by the impact parameter and the beam axis, and the brackets h· · ·i indicate an average over all events.
It is worthwhile to note that the symmetry planes Yn do not generally coincide with YRP because of
initial-state fluctuations.

A robust experimental method to quantify flow fluctuations is to measure vn with multi-particle cumu-
lants, which have different sensitivities to the moments of the underlying flow p.d.f. P(vn)

vn{2}= 2
q
hv2

n
i, (3)

vn{4}= 4
q

2hv2
n
i2 �hv4

n
i, (4)

vn{6}= 6
q
hv6

n
i�9hv2

n
ihv4

n
i+12hv2

n
i3, (5)

vn{8}= 8
q
hv8

n
i�16hv2

n
ihv6

n
i�18hv4

n
i2 +144hv2

n
i2hv4

n
i�144hv2

n
i4. (6)

The number in curly brackets indicates the order of the cumulant.

For elliptic flow, a large difference between v2{2} and v2{4} and approximately equal values of the
higher order cumulants (v2{4}, v2{6}, v2{8}) have been previously observed [29, 31], which is indeed
consistent with an approximately Bessel-Gaussian flow p.d.f.. However, a fine-splitting of a few percent
among the higher order cumulants (v2{4}, v2{6}, v2{8}) has also been reported [29], which is thought to
be determined by the residual deviations from Bessel-Gaussian shape, in particular a non-zero skewness.
A negative value of g1, which corresponds to P(v2) being left skewed, is expected [27] from the necessary
condition on the initial-state eccentricity e2 < 1, which acts as a right cutoff on P(v2). The Elliptic Power
distribution, proposed in [26, 27], was motivated mainly by this observation and it was shown to provide
a good description of P(v2) in a wide centrality range [32]. Moreover, g1 has been predicted to increase
in absolute value from central to peripheral collisions [30], being roughly proportional to hv2{RP}i and
being inversely proportional to the square root of the system size [28]. g1 can be estimated from the
fine-splitting among two- and multi-particle cumulants [30]

gexp
1 =�6

p
2v2{4}2 v2{4}� v2{6}

(v2{2}2 � v2{4}2)3/2 . (7)

It is denoted as gexp
1 to emphasize that it does not exactly match the definition of g1 given in Eq. 2,

although the two have been estimated to coincide within a few percents [30]. The derivation of Eq.
7 relies on a Taylor expansion of the generating function in powers of the moments, truncated at the
order of the skewness. It is experimentally possible to test the validity of this approximation through the
universal equality that it implies [30]

v2{6}� v2{8}= 1
11

(v2{4}� v2{6}). (8)

The precision up to which this equality holds depends on the residual contribution of higher central
moments of the flow p.d.f., e.g. the kurtosis, to the multi-particle cumulants.

At high pT (pT & 10 GeV/c) the dominant mechanism that determines azimuthal anisotropies of the
produced final-state particles is thought to be path-length dependent energy-loss of highly energetic
partons [33–35]. Although several experimental observations, such as jet azimuthal anisotropies [36, 37],
are consistent with this hypothesis, the details of the process are largely unconstrained and measurements
of anisotropic flow of high-pT particles can help in this regard. Although the mechanism that determines

3

A fine splitting is 
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v2{8} and v2{6}

Can be contributed to 
the skewness of the 
p.d.f.

Higher order 
contributions are 
constrained in the 
equality
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where vn{RP} refers to the anisotropic flow with respect to the reaction plane YRP, i.e. the plane spanned
by the impact parameter and the beam axis, and the brackets h· · ·i indicate an average over all events.
It is worthwhile to note that the symmetry planes Yn do not generally coincide with YRP because of
initial-state fluctuations.
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among the higher order cumulants (v2{4}, v2{6}, v2{8}) has also been reported [29], which is thought to
be determined by the residual deviations from Bessel-Gaussian shape, in particular a non-zero skewness.
A negative value of g1, which corresponds to P(v2) being left skewed, is expected [27] from the necessary
condition on the initial-state eccentricity e2 < 1, which acts as a right cutoff on P(v2). The Elliptic Power
distribution, proposed in [26, 27], was motivated mainly by this observation and it was shown to provide
a good description of P(v2) in a wide centrality range [32]. Moreover, g1 has been predicted to increase
in absolute value from central to peripheral collisions [30], being roughly proportional to hv2{RP}i and
being inversely proportional to the square root of the system size [28]. g1 can be estimated from the
fine-splitting among two- and multi-particle cumulants [30]
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although the two have been estimated to coincide within a few percents [30]. The derivation of Eq.
7 relies on a Taylor expansion of the generating function in powers of the moments, truncated at the
order of the skewness. It is experimentally possible to test the validity of this approximation through the
universal equality that it implies [30]
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(v2{4}� v2{6}). (8)

The precision up to which this equality holds depends on the residual contribution of higher central
moments of the flow p.d.f., e.g. the kurtosis, to the multi-particle cumulants.

At high pT (pT & 10 GeV/c) the dominant mechanism that determines azimuthal anisotropies of the
produced final-state particles is thought to be path-length dependent energy-loss of highly energetic
partons [33–35]. Although several experimental observations, such as jet azimuthal anisotropies [36, 37],
are consistent with this hypothesis, the details of the process are largely unconstrained and measurements
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FIG. 3. (Color online) Histograms of the distribution of ε2 in Pb+Pb collisions at 2.76 TeV using the PHOBOS Monte Carlo
Glauber [31] (panels (a) to (d)) and the IP-Glasma [37, 41] (panels (e) to (h)) for four centrality bins (with decreasing centrality
or increasing centrality percentile from left to right). Solid curves are fits using the Elliptic Power distribution, Eq. (8), dashed
curves are fits using the Bessel-Gaussian distribution, Eq. (11). Each bin contains ∼40000 events for the Glauber simulation,
and ∼2000 events for the IP-Glasma, which explains the larger statistical fluctuations for the bottom row even though the bins
are twice as wide. The area under the curves is 0.5 for the 5-10% centrality bin and 1 for the other bins.

ε20, this distribution is invariant under the transformation
(σ2, ε0) → (σ2 + ε20/2, 0), i.e, the dependence on ε0 can
be absorbed into a redefinition of the width σ. Therefore
one cannot fit ε0 and σ independently when ε0 is too
small and one can actually use the one-parameter Power
distribution.
The two models plotted in Fig. 3 represent two ex-

tremes in the landscape of initial-state models. The
PHOBOS Monte Carlo model is the simplest model in-
cluding fluctuations: all participant nucleons are treated
as identical, pointlike sources of energy. By contrast, in
the IP-Glasma model, the energy density is treated as a
continuous field and contains nontrivial fluctuations at
the subnucleonic level. The Elliptic Power distribution is
able to fit both extremes. We have explicitly checked that
it works well also for the MC-KLN model [20]. We there-
fore conjecture that it provides a good fit to all Monte
Carlo models of initial conditions.

B. Power parameter and Ellipticity

The Elliptic Power distribution, Eq. (3), encodes the
information about the eccentricity distribution into two

parameters which are plotted in Fig. 4 as a function of
centrality for the IP Glasma and Monte Carlo Glauber
models. As explained above, the two parameters cannot
be disentangled for very central collisions — in practice,
the fitting procedure returns a very large error on each
parameter: therefore we exclude the most central (0−5%)
bin. Panel (a) also displays the values of α obtained by
fitting the distribution of the triangularity ε3 with the
Power distribution Eq. (10). The power parameter α in-
creases towards central collisions. This is expected, since
α is typically proportional to the system size. In the
Monte Carlo Glauber model, α is approximately propor-
tional to the number of participant nucleons Npart.

The ellipticity ε0, on the other hand, smoothly in-
creases with centrality percentile, and is somewhat larger
for the IP-Glasma than for the Glauber model, in line
with the expectations that saturation-inspired models
predict a larger eccentricity than Glauber models [10].
For the Monte Carlo Glauber model, we also show on
the same plot the reaction plane eccentricity εRP: we can
either calculate it directly in the Monte Carlo Glauber
model (full line) or estimate it using Eq. (A2) below de-
rived from the Elliptic Power distribution (dotted line).
It is close to the Glauber ε0 up to mid-centrality. The

Li Yan, J-Y Ollitrault, A. M. Poskanzer, Phys. Rev. C 90, 024903 (2014)

https://doi.org/10.1007/JHEP07
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Figure 98: Comparisons of ALICE v2{4}/v2{2} results from [261, 784] to e2{4}/e2{2} from the same initial
state models shown in the previous figure: the MC Glauber nucleon model [41], the MC Glauber constituent quark
model [932], TRENTo [442], and IP-Glasma [43, 930].

appear to model the initial state quite well. As mentioned previously, each model has a fundamentally
different approach to modelling the initial state, and the differing ways these models combine nuclear
matter can be understood by considering the nuclear matter density projected in the xy plane. In this case,
Ta(x,y) represents such a distribution for the projectile nucleus, while Tb(x,y) for the target nucleus. The
IP-Glasma model has its roots in a saturation QCD based approach [43], where the assumption of a high
density of gluons in the initial state leads to the prediction that the overlap density should be characterised
by TaTb. This is a feature of both weak and strong coupling theories in QCD [979]. The TRENTo model
assumes that this combination should be

p
TaTb, and such an approach has been suggested by a 3D

modelling of the initial state [980]. It therefore seems clear that measurements sensitive to both initial
state transverse and longitudinal effects might provide further distinguishing power.

Measurements of correlations between the average transverse momentum of all particles in a single event
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5.02 TeV are shown in Fig. 23 from both BG-BW and BW FastReso approaches. A key aspect to note
is that the radial flow velocities appear rather independent of the BW parameterisation in more central
collisions, which correspond to larger bT values. The highest ever radial flow velocities in heavy-ion col-
lisions are observed at the LHC (a comparison to RHIC results can be found elsewhere [255]). However,
the kinetic freeze-out temperatures depend strongly on the BW parameterisation. The BG-BW approach
determines the kinetic freeze-out temperature directly, whereas BW FastReso in this implementation as-
sumes the same chemical and kinetic freeze-out temperature for hadrons. BW FastReso allows for these
temperatures to be two distinct free parameters, however, they happen to be consistent for fits utilising
this option (not shown). The parameters shown in Fig. 23 indicate that the inclusion of resonance feed-
down denoted by the filled and open circles results in an increase of the kinetic freeze-out temperature
by ⇠60 MeV. This demonstrates that this temperature is highly dependent on the inclusion of resonance
feed-down.

2.2.3 Hydrodynamic descriptions of global observables

In Fig. 24, hydrodynamic model calculations of the average transverse momentum of identified particles
and of various anisotropic flow coefficients for charged hadrons are compared to ALICE data from heavy-
ion collisions. Hydrodynamic models differ from Blast-Wave parameterisations. While the former use
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Figure 24: Comparisons of ALICE measurements of identified particle hpTi and charged hadron vn coefficients in
Pb–Pb collisions at

p
sNN = 5.02 TeV (left) and Xe–Xe collisions at

p
sNN = 5.44 TeV (right) [247, 261–263] to

hydrodynamic calculations [48, 49].
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It is also an important parameter for hydrodynamic models which require it as input for shear and bulk
relaxation times. The value used in the IP-Glasma+MUSIC model [48] is consistent with what is ex-
tracted from ALICE data. Considering the uncertainty on the value obtained from ALICE data, it is not
yet possible to discern between the weak- and the strong-coupling regimes.

2.2.4 Identified hadron anisotropic flow

A cornerstone for investigating the strongly-coupled QGP paradigm is a set of measurements of v2 for
various particle species. A characteristic mass ordering at low-pT is induced by radial flow. Radial flow
leads to a depletion in the particle pT spectrum at low values, which increases with increasing particle
mass. When introduced in a system that exhibits azimuthal anisotropy, then radial flow develops an
azimuthal profile, with larger velocity values in- than out-of-plane. This, in turn, leads to a depletion in
the momentum spectrum that becomes larger in-plane than out-of-plane, resulting in a reduction in the
differences of particle yields at a given pT in- versus out-of-plane and consequently in a reduction of v2.
Due to the dependence of momentum on the mass, this effect is more pronounced for heavier particles.
The net result is that at a fixed value of pT, heavier particles have smaller v2 values compared to lighter
ones. Therefore the focus in this section is on the low-pT region (i.e., pT < 3 GeV/c), while the high-pT
trends are discussed in Sec. 2.3.

Figure 27 (a), presents the transverse momentum dependence of v2 as measured for various particle
species in semicentral (i.e., 20–30% centrality interval) Pb–Pb collisions at

p
sNN = 5.02 TeV [272].

Similar results are obtained in Pb–Pb collisions at
p

sNN = 2.76 TeV [274, 275], Xe–Xe collisions atp
sNN = 5.44 TeV [276], and RHIC [277, 278]. The characteristic mass ordering that develops due to
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Figure 27: The pT–differential v2 (a), v3 (b), v4 (c), and v4,22 (d) measured by ALICE in semicentral (i.e.,
20–30% centrality interval) Pb–Pb collisions at

p
sNN = 5.02 TeV [272, 273]. The data points are drawn with

their statistical (error bars) and systematic (boxes) uncertainties. The curves represent estimations extracted from
TRENTo+VISHNU that give the best description of other anisotropic flow measurements among all models stud-
ied.
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2.2.5 Symmetric Cumulants

The studies of the individual flow amplitudes vn can be extended to correlations between event-by-event
fluctuations of flow coefficients [285, 292–295]. Model calculations show that while v2 and v3 exhibit an
approximately linear dependence on the corresponding eccentricities e2 and e3, respectively, the higher
order vn coefficients (i.e., for n > 3) have also non-linear contributions from e2 and e3 in addition to the
linear ones from en [252, 287, 296, 297]. These observations lead to non-trivial correlations between
different flow coefficients which result in new and independent constraints on initial conditions and
h/s. In addition, they have the potential to separate the effects of h/s from fluctuations in the initial
conditions. For such novel studies, ALICE introduced Symmetric Cumulants (SC) [292, 298] and mixed
harmonic cumulants [299]. These observables are independent of the symmetry plane angles Yn, and
are robust against systematic biases due to unwanted nonflow correlations (i.e., short-range correlations
unrelated to the azimuthal asymmetry in the initial geometry, such as inter-jet correlations and resonance
decays) in heavy-ion collisions.

The left panel of Fig. 28 presents the centrality dependence of correlations between vn coefficients (up
to 5th order) using SC(k, l) ⌘ hv2

kv2
l i�hv2

kihv2
l i in Pb–Pb collisions at

p
sNN = 2.76 TeV [289, 290]. The

correlations among different flow coefficients depend on harmonic as well as collision centrality [290].
Positive values of SC(4,2), SC(5,2), and SC(5,3) and negative values of SC(3,2) and SC(4,3) are observed
for all centralities. These indicate that event-by-event fluctuations of v2 and v4, v2 and v5, and v3 and v5
are correlated, while v2 and v3, and v3 and v4 are anti-correlated. Furthermore, the lower order harmonic
correlations are much larger than the higher order ones. Precision measurements from Pb–Pb collisions
at

p
sNN = 5.02 TeV [300] show similar trends.

The SC observables are compared with EKRT [291] and TRENTo+VISHNU [49] predictions in the right
panel of Fig. 28. The EKRT calculations are shown for the two temperature dependent h/s parameteri-
sations that provide the best description of RHIC and LHC data: constant h/s = 0.2 and “param1” [291].
The “param1” parameterisation is characterised by a moderate slope in the temperature dependence of
h/s which decreases (increases) in the hadronic (QGP) phase and the phase transition occurs around
150 MeV. The SC(3,2) and SC(4,2) are not described simultaneously in each centrality interval by the
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Figure 28: Centrality dependence of event-by-event flow harmonic correlations measured by ALICE in Pb–Pb
collisions at

p
sNN = 2.76 TeV [289, 290] compared with various hydrodynamic calculations [49, 291]. The

SC(4,2) and SC(5,3) points are slightly shifted along the horizontal axis for better visibility in the left panel.
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Fig. 2. Simulated observables compared to experimental data from the ALICE experiment [13, 14]. Top two rows: explicit model
calculations for each of the 300 design points, for 2.76 and 5.02 TeV beam energy respectively; bottom two rows: emulator predictions
of 100 random samples drawn from the posterior distribution. Left column: identified particle yields dN/dy, middle: mean transverse
momenta hpT i, right: flow cumulants vn{2}.

more information than a simple least square fit for the extraction of optimum parameter values. Full prob-
ability distributions for all parameters as well as their pairwise correlations are given, enabling a rigorous
assessment on how meaningful a particular parameter is for the physics model and how well the data actually
constrains the values of the parameters.

The first result we wish to highlight is the TRENTo entropy deposition parameter p, which has a remark-
ably narrow distribution peaked at essentially zero with approximate 90% uncertainty of ±0.1. This implies
that initial state entropy deposition is roughly proportional to the geometric mean of participant nuclear
thickness functions, s ⇠

p
T̃AT̃B. This confirms our previous analysis of the TRENTo model which demon-

strated that p ⇡ 0 simultaneously produces the correct ratio between initial state ellipticity and triangularity
and fits multiplicity distributions for a variety of collision systems [11]. We observe little correlation be-
tween p and any other parameters, suggesting that its optimal value is mostly factorized from the rest of the
model. Further, recall that the p parameter smoothly interpolates among di↵erent classes of initial condition
models; Fig. 4 shows an expanded view of the posterior distribution along with the approximate p-values
for the other models: The EKRT and IP-Glasma models [23, 24] lie squarely in the peak – this helps explain

17

FIG. 12 Left figure: estimated temperature dependence of the QGP specific shear viscosity (⌘/s)(T ) determined by the
present Bayesian analysis of p-Pb and Pb-Pb collisions at

p
sNN = 5.02 TeV (orange line/band) compared to a previous

Bayesian analysis of Pb-Pb collisions at
p
sNN = 2.76 and 5.02 TeV (blue line/band) [49]. The lines are the medians of each

posterior distribution, and the bands are their 90% credible regions. Right figure: same as before, but for the temperature
dependence of the QGP specific bulk viscosity (⇣/s)(T ).

are shown in blue. In general, our estimates are broader
and less certain but otherwise self-consistent. Evidently,
the combined analysis of Pb-Pb data at

p
sNN = 2.76

and 5.02 TeV in Ref. [49] provides a better constraint on
the QGP viscosities which is not surprising given the ad-
ditional observables and multiple beam energies studied.
The p-Pb data, meanwhile, does not appear to provide
any unique viscous constraints.

C. Verification of high-probability parameters

We verified the emulator and tested the accuracy of
our physics model framework using a single set of high-
probability parameters selected from the Bayesian pos-
terior. These parameters, listed in Table IV, are the ap-
proximate “best fit” values of the calibrated model, com-
monly referred to as the maximum a posteriori (MAP)
estimate:

xMAP ⌘ argmax
x

P (Hx|E). (55)

We then ran O(106) minimum-bias and multiplicity trig-
gered events using the MAP estimate xMAP and com-
puted all of the model observables listed in Sec. III B.
The resulting model calculations are shown in Fig. 13
alongside experimental data from CMS [75] and ALICE
[72–74, 76]. The left and right columns show the results
for the p-Pb and Pb-Pb collision systems respectively,
and each row shows a di↵erent group of related observ-
ables.

The global agreement of the MAP model calculations
with the experimental data is very good. The largest

tension is observed in the two-particle cumulants v2{2}
and v3{2} of the p-Pb system, although even that ten-
sion is only about 10–15%. Quite remarkably, the model
perfectly describes the shape of the p-Pb and Pb-Pb two-
particle correlations which is strong evidence that these
correlations are hydrodynamic in origin. Moreover, we
obtain an excellent description of the p-Pb mean pT , al-
though this fit is somewhat less meaningful since we are
unable to calibrate on the Pb-Pb mean pT simultane-
ously (data is not yet available). Additionally, the model
provides a simultaneous description of the p-Pb and Pb-
Pb charged-particle yields using a single entropy deposi-
tion parameter p = 0. This is the exact same general-
ized mean p-value supported by multiple previous studies
[45, 46, 49, 50]. Evidently, this scaling continues to hold
for initial conditions with sizable nucleon substructure.
We also present calculations for several observables

which were omitted from the calibration due to the sta-
tistical limitations of our training data. Here our MAP
event sample is several orders-of-magnitude larger so the
statistics are no issue. The bottom-right panel of Fig. 13
shows our model calculation for the four-particle ellip-
tic flow cumultant v2{4} along with the measured data
points from ALICE [74]. We see that the MAP estimate
nicely describes the measured v2{4} data which is en-
couraging since this particular observable was never used
to calibrate the model.
The relative mean pT fluctuation �pT /hpT i is another

important bulk observable to test the predictions of the
calibrated model. It measures the dynamical component
of event-by-event mean pT fluctuations, quantified by the
two-particle correlator

(�pT )
2 = hh(pT,i � hpT i)(pT,j � hpT i)ii. (56)
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Figure 73: The temperature dependence of the shear (top panel) and bulk (bottom) viscosities over entropy den-
sity in the QGP phase constrained by the ALICE measurements shown in Secs. 2.1, 2.2, and 2.5 from various
hydrodynamic models described in the text. Limits from pQCD [51], AdS/CFT [107], and AdS/Non-Conformal
Holographic [808] approaches are also shown. The ranges on the right of the plot represent 90% posterior intervals
from the Bayesian analyses.

The constraints on z/s from ALICE measurements are shown in the bottom panel of Fig. 73. Predictions
from an infinitely-coupled AdS Non-Conformal Holographic approach (AdS/NCH) are also shown for
comparison. As the applicability of Conformal Symmetry regarding the strong potential assumed in the
AdS/CFT scheme at temperatures close to the Tpc is expected to break down, an alternative approach is
needed to determine z/s. The breaking of conformal symmetry leads to z/s rising near Tpc (it is zero
otherwise). This approach was also used to reevaluate the h/s in the limit of infinite coupling at all
temperatures, and was found to also give 1/4p , which suggests this limit is universal. Its prediction
that z/s should depend strongly on the temperature in this region is utilised for the TRENTo+VISHNU
and IP-Glasma+MUSIC models. The TRENTo+VISHNU model provides the best description of ALICE
identified-particle mean-pT measurements (as shown in Sec. 2.2), to which z/s is sensitive. This suggests
that the ranges from both IP-Glasma+MUSIC and EKRT (z/s = 0) provide a conservative estimate of
the uncertainty for this parameter. The high-temperature pQCD limit for z/s is close to 0, which appears
to apply for all the models shown at temperatures above 0.4 GeV. This then implies that bulk excitations
in the initial state are washed out in the QGP phase even more quickly than the shear excitations e.g
tp < 0.1 fm/c for IP-Glasma+MUSIC at T = 0.4 GeV. We also note that the validity of the initial state
models used in each hydrodynamic model chain will be investigated in Chap. 4, using multiplicity and
anisotropic-flow measurements that are mainly sensitive to the features of the initial state.

In addition, the posterior distributions for h/s and z/s have been evaluated using Bayesian parameter
estimation techniques on ALICE data. They have been carried out by the Duke [49]11, JETSCAPE [533],
Trajectum [809], and Jyväskylä [810] groups. These are shown on the right of Fig. 73, at T = 0.3 GeV
for h/s and T = 0.2 GeV for z/s. The size of these posterior ranges are influenced by the prior ranges
and data-sets included. For example, the JETSCAPE prior ranges were larger than those by the Duke

11The maximum a posterior values were tested with ALICE measurements for the TRENTo+VISHNU throughout this chap-
ter, and are shown in Fig. 73
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potential to probe nuclear triaxial structure[950], therefore such measurements open a unique window5233

for the study of nuclear structure in heavy-ion collisions at the LHC.5234
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Figure 96: Centrality dependence of r
�
v2

2, [pT]
�

in Pb–Pb collisions at
p

sNN = 5.02 TeV [945]. The statisti-
cal (systematic) uncertainties are shown with vertical bars (filled boxes). The initial state estimations are repre-
sented by lines in the figures, while IP+Glasma+MUSIC+UrQMD [943], v-USPhydro [946], Trajectum [776] and
JETSCAPE [947] hydrodynamic model calculations are shown with hatched bands.

Finally, assuming that v2 (v3) has a linear response to the initial e2 (e3), it is expected that NSC(3,2) mea-5235

sured in the final state could reflect the initial correlations between e2
2 and e2

3 . This has been validated5236

in hydrodynamic calculations [274, 951] where a good agreement between initial NSCe(3,2) and final5237

state NSC(3,2) is seen, independent of the type of the initial state models or the transport coefficients5238

applied. Also most of hydrodynamic model calculations [276, 414, 428, 951] can only qualitatively or at5239

best semi-quantitatively describe the ALICE NSC(m,n) which has been discussed in details in Sec. 3.3.5240

If such a linear response of v2 (v3) to e2 (e3) holds also in small collision systems, then one can use5241

the measured NSC(3,2) to probe the initial e2
2 and e2

3 correlation, and thus constrain the initial state for5242

small collision systems, which is still poorly known so far. In Fig. 97, normalized SC(3,2) measure-5243

ments are presented in both small and large systems, where the 3-subevent method is used to largely5244

suppress the non-flow contamination [813, 952]. Negative NSC(3,2) is observed in Xe–Xe and Pb–Pb5245

collisions down to multiplicity of Nch ⇡ 100, which suggests an anticorrelation between v2
2 and v2

3. There5246

is a hint of a change to a positive sign of NSC(3,2)3 sub in Pb–Pb collisions for multiplicity below 100.5247

This tendency is also seen at even lower multiplicities in p–Pb and pp collisions. It is not observed in5248

the measurement using larger h acceptances in ATLAS [953] and CMS [954]. This could be due to5249

different contributions of non-flow and longitudinal decorrelations when different kinematic regions in5250

pseudorapidity are used. To further understand non-flow contamination, calculations from PYTHIA 85251

model [802] were used, which shows that the non-flow effect estimated can not describe the ALICE data,5252

neither the difference of ALICE w.r.t. the other measurements [953, 954]. To further understand the ori-5253

gin of the measured NSC(3,2)3 sub, several hydrodynamic calculations are presented for comparisons.5254

It is found that the IP-Glasma+ MUSIC+UrQMD [31,54] calculations for Xe–Xe and Pb–Pb collisions5255

reproduce the negative correlation at large multiplicities. This negative sign persists in simulations down5256

to the lowest multiplicities, the change of the sign is not observed even in pp and p–Pb collisions. How-5257
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FIG. 4. We show the correlation between elliptic flow v2{2}2 (left), v3{2}2 (middle) and v4{2}2 (right) with mean transverse
momentum hpT i for weighted fit including (solid) and without (dotted) the cross section �AA and also the unweighted fit
including �AA (dashed) for PbPb collisions. We show statistical uncertainties in gray and systematic uncertainties from the
posterior as a band (first case only). We also include ATLAS data with systematic (boxes) and statistical uncertainties [35].

�AA & ! ! �AA neither !̄

dNch/d⌘ 0.55 0.60 1.23 1.22 1.00
dN⇡±,k±,p±/dy 0.76 0.70 0.60 0.57 0.48

dET /d⌘ 1.59 1.51 0.82 0.77 0.48
hpT ich,⇡±,K±,p± 0.66 0.60 0.88 0.72 0.46

�pT /hpT i 0.56 0.62 0.51 0.58 0.49
vn{k} 0.58 0.51 0.54 0.49 1.00

d2N⇡±/dy dpT 1.19 1.07 0.86 0.92 0.20
d2NK±/dy dpT 1.41 1.27 0.79 0.73 0.20
d2Np±/dy dpT 1.35 1.21 0.73 0.67 0.25

v⇡
±

2 (pT ) 0.81 0.74 0.46 0.44 0.19
vK

±
2 (pT ) 0.92 0.89 0.55 0.55 0.19
vp

±

2 (pT ) 0.49 0.47 0.34 0.35 0.25
v⇡

±
3 (pT ) 0.65 0.57 0.69 0.57 0.24
average 0.89 0.83 0.69 0.66
�AA 1.13 3.80 1.53 3.40 1.00

TABLE II. Average number of standard deviations from ex-
perimental data for different classes of observables for the four
fits presented in Fig. 2 and the average weight !̄ per observ-
able class when used in the weighted analysis. Uncertainties
include experimental uncertainty and theoretical uncertainty
from the emulation (the latter is dominant for the vn classes).
Including the cross section �AA in the fit strongly improves
the agreement with �AA but leads to only a mild worsening
for the other observables.

compute (we simulate 625k hydro events for 20 param-
eter settings from the posterior) and hence cannot be
included in the Bayesian fit. It moreover sensitively de-
pends on the precise experimental procedure, including
cuts on pseudorapidity, cuts on transverse momentum
and the method to select centrality bins [35]. Neverthe-
less, the observable is conjectured to be sensitive only
to the hydrodynamic initial conditions, and in particular
the nucleon width [40].

Fig. 4 presents ⇢(vn{2}2, hpT i) as compared with AT-
LAS data [35]. Due to the expensive nature of this anal-
ysis we only include systematic uncertainty from the pos-
terior for the weighted case including �AA and show Max-

imum a Posteriori (MAP) results for the unweighted with
�AA and weighed without �AA cases. Clearly including
�AA dramatically improves the description of this ob-
servable, which can at least in part be attributed to the
smaller nucleon width [40]. A comparison with ALICE
data [41] is included in the Supplemental Material. Cu-
riously the systematic uncertainty for XeXe collisions is
significantly larger than for PbPb collisions (see also Sup-
plemental Material).

Discussion - A question deserving further study is in
what way our weighting procedure realistically captures
the theoretical and experimental uncertainty. Indeed,
systematic off-sets on average observables are within one
standard deviation from the experimental results and a
naive �2 would say that the uncertainties are accurate
(see also Table II and the Supplemental Material). This,
however, ignores the fact that the 653 data points are
highly correlated, which is difficult to fully take into ac-
count. Also, while observables are on average one stan-
dard deviation away from the experimental results, the
deviations are not Gaussian. Instead most observables
are well within one standard deviation, while a small
number deviates significantly. This is a further indica-
tion that a naive �2 should not be trusted. We hence
believe the weighting leads to more physically realistic
results, in particular giving a physically realistic �AA,
nucleon width and bulk viscosity.

On a superficial level the results in this Letter show
that the newly measured �AA improves estimates on
the nucleon width, and subsequently the transport co-
efficients. We wish to caution here, however, that this
fact should make us rethink the growing popularity of
Bayesian analyses. Indeed, prior to this Letter all such
analyses ruled out nucleon widths smaller than about 0.8
fm, which in light of this new analysis was not warranted.
The question we should ask is if the data really convinc-
ingly implied such large nucleon widths? Small changes
in many data points (often as small as 0.1 standard de-
viation) quickly add up to large Bayes factors that can
artificially constrain posterior distributions.
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Figure 39: pT-differential v2 for several particle species in Pb–Pb collisions at
p

sNN = 5.02 TeV for different
centrality classes [272] compared to the Catania [437], EPOS 3.4 [192], and CoLBT [441] models.

implemented in this model quark recombination is crucial to describe the data.

The recombination of flowing quarks provides a natural explanation for the observed pT dependence of
v2 and of the baryon versus meson grouping at intermediate-pT [423, 455]. In the recombination picture,
mesons (M) and baryons (B) at a transverse momentum pT reflect the properties of partons with an aver-
age transverse momentum of pT/2 (for mesons) or pT/3 (for baryons). At low-pT, their elliptic flow, to a
first approximation, should be determined by that of their constituent quarks (q): v2,M(pT) = 2v2,q(pT/2)
for mesons and v2,B(pT) = 3v2,q(pT/3) for baryons. As a consequence, v2 attains its climax value at
higher momenta for baryons than for mesons. These simple formulae for v2 in the recombination pic-
ture hold true under the assumptions of coalescence of quarks with the same velocity (i.e. neglecting the
width of the wave functions) and of completely direct production (i.e. neglecting the contributions from
resonance decays). This motivated the picture of constituent-quark-number scaling of v2 as a function
of the transverse kinetic energy, which was observed to hold with good approximation (within ± 10%
at intermediate-pT) in the data at RHIC energies [110–112]. At the LHC, up to ±20% deviations from
the exact scaling were observed [272]. After the precise measurements obtained at the LHC for heavy-
flavour hadrons, the studies of the scaling of the flow coefficients with the number of constituent quarks
could be extended to charm mesons and charmonia. Such studies (see e.g. those reported in Sec. 2.5.5)
can shed light on the role of the hadronisation mechanism in the hierarchy observed in the v2 of pions,
D, and J/y mesons at low- and intermediate-pT.

It should be noted that the constituent-quark number scaling is a prediction based on naı̈ve coalescence
calculations with several simplifying assumptions. Deviations from this simple scaling and a conse-
quent break-up of the quark-number scaling are expected to appear when some of these assumptions
are relaxed by performing a full calculation with the Wigner function formalism and by accounting for
multiple extra-considerations, such as: the effects of the resonance decays [456], quark momentum dis-
tributions in hadrons [456], higher Fock states in the hadron wave function [433], the interactions in the
hadronic phase, the space-momentum correlations (e.g. due to radial flow), the high phase-space density
of quarks [457], the different v2 of strange quarks compared to up and down quarks, and the contribution
of hadrons produced by fragmentation.
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Figure 56: (Top) The nuclear modification factor as a function of the transverse momentum, for the central (|y| <

0.9) and forward (2.5 < y < 4) rapidity regions [418], compared to TM-TAMU and SHM model calculations.
(Bottom) The pT dependence of the inclusive J/y v2, compared to TM-TAMU model calculations [704, 705].

the centrality interval 20–40% is shown [704]. The measurement is performed using the scalar product
method with a pseudorapidity gap |Dh | > 1.1 between the J/y and the event flow vector, to suppress
non-flow effects. A large v2 reaching ⇠ 0.1 at pT ⇠ 5 GeV/c is observed, which could be explained if a
large fraction of the detected J/y originates from the (re)combination of charm quarks, which acquire
their anisotropy by taking part in the collective expansion of the system. At the same time, the large J/y
v2 values, according to Ref. [701], favour a late J/y formation time, since the charm-quark anisotropy
requires time to build up.

The results of Fig. 56 are compared with theoretical calculations from TM-TAMU and SHM (only RAA
for the latter). For RAA, the models reproduce the different size of the rise at low-pT. At large pT
only TM-TAMU is in agreement with data, due to the absence in the SHM of additional production
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Figure 65: The pT dependence of v2 for the centrality range 30–50% in Pb–Pb collisions at
p

sNN = 5.02 TeV.
Results are shown for open and hidden charm (D-mesons and J/y), for open and hidden beauty (electrons from
semi-leptonic beauty-hadron decays and °(1S)), and for pions [512, 551, 704, 740].

clear quark flavour hierarchy is observed in the low-pT range, for both open and hidden heavy flavour
hadron species, with the beauty hadrons exhibiting the least amount of flow. Both open and hidden
charm hadrons show a significant amount of anisotropic flow, suggesting that charm quarks are at least
partly thermalised in the QGP medium. In addition, since the low-pT J/y are not expected to develop
a significant collective anisotropic flow on their own, their relatively large observed flow supports the
scenario of J/y formation via (re)combination during the late stages of the collision, when the charm-
quark flow is fully developed. The elliptic flow of the electrons from beauty hadron decays, measured
up to the electron pT = 6 GeV/c, is a convolution of the v2 of beauty hadrons mostly from the pT range
pT < 15 GeV/c and their decay kinematics. Although the pT dependence of the open beauty hadrons v2
cannot be easily inferred, this measurement clearly shows that open beauty hadrons exhibit flow, even
if significantly smaller with respect to open charm hadrons. This observation constitutes also a hint that
beauty quarks may participate to some extent to the collective flow of the plasma, although it is difficult
to disentangle the contribution of the b and of light quarks in producing the observed b-hadron flow.
In the case of hidden beauty hadrons, namely inclusive °(1S), the v2 measurements using Run 2 data
are compatible with zero elliptic flow and are estimated to be 2.6s lower than the J/y v2. Within the
large uncertainties of these measurements, such an observation is compatible with the expectations of a
negligible contribution from (re)generation in the beauty sector.

2.5.6 Conclusions

Charmonium production. In Pb–Pb collisions at LHC energies the J/y production and the observed
anisotropy in its azimuthal distributions is dominated, at low-pT and for central events, by a (re)generation
effect due to the (re)combination of the charm quarks abundantly produced in the collision and at least
partially thermalised. This observation constitutes a proof of deconfinement, as it implies that coloured
partons can move freely over distances much larger than the hadronic scale. Results on the weakly bound
y(2S) state show that this resonance exhibits a stronger suppression compared to J/y in all the explored
pT interval. Hints for the presence of (re)combination effects were also detected.
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Figure 73: The temperature dependence of the shear (top panel) and bulk (bottom) viscosities over entropy den-
sity in the QGP phase constrained by the ALICE measurements shown in Secs. 2.1, 2.2, and 2.5 from various
hydrodynamic models described in the text. Limits from pQCD [51], AdS/CFT [107], and AdS/Non-Conformal
Holographic [808] approaches are also shown. The ranges on the right of the plot represent 90% posterior intervals
from the Bayesian analyses.

The constraints on z/s from ALICE measurements are shown in the bottom panel of Fig. 73. Predictions
from an infinitely-coupled AdS Non-Conformal Holographic approach (AdS/NCH) are also shown for
comparison. As the applicability of Conformal Symmetry regarding the strong potential assumed in the
AdS/CFT scheme at temperatures close to the Tpc is expected to break down, an alternative approach is
needed to determine z/s. The breaking of conformal symmetry leads to z/s rising near Tpc (it is zero
otherwise). This approach was also used to reevaluate the h/s in the limit of infinite coupling at all
temperatures, and was found to also give 1/4p , which suggests this limit is universal. Its prediction
that z/s should depend strongly on the temperature in this region is utilised for the TRENTo+VISHNU
and IP-Glasma+MUSIC models. The TRENTo+VISHNU model provides the best description of ALICE
identified-particle mean-pT measurements (as shown in Sec. 2.2), to which z/s is sensitive. This suggests
that the ranges from both IP-Glasma+MUSIC and EKRT (z/s = 0) provide a conservative estimate of
the uncertainty for this parameter. The high-temperature pQCD limit for z/s is close to 0, which appears
to apply for all the models shown at temperatures above 0.4 GeV. This then implies that bulk excitations
in the initial state are washed out in the QGP phase even more quickly than the shear excitations e.g
tp < 0.1 fm/c for IP-Glasma+MUSIC at T = 0.4 GeV. We also note that the validity of the initial state
models used in each hydrodynamic model chain will be investigated in Chap. 4, using multiplicity and
anisotropic-flow measurements that are mainly sensitive to the features of the initial state.

In addition, the posterior distributions for h/s and z/s have been evaluated using Bayesian parameter
estimation techniques on ALICE data. They have been carried out by the Duke [49]11, JETSCAPE [533],
Trajectum [809], and Jyväskylä [810] groups. These are shown on the right of Fig. 73, at T = 0.3 GeV
for h/s and T = 0.2 GeV for z/s. The size of these posterior ranges are influenced by the prior ranges
and data-sets included. For example, the JETSCAPE prior ranges were larger than those by the Duke

11The maximum a posterior values were tested with ALICE measurements for the TRENTo+VISHNU throughout this chap-
ter, and are shown in Fig. 73
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Figure 74: The temperature dependence of the spatial charm diffusion coefficient Ds in the QGP phase constrained
by the ALICE measurements shown in Sec. 2.4 from various transport models described in the text. The range on
the right of the plot represents a 90% posterior interval from the Bayesian analysis at T = 0.4 GeV. Limits from
pQCD [69], and AdS/CFT [107], are also shown.

and Trajectum groups, and yielded a larger upper limit for h/s. The Jyväskylä group used an even larger
prior range, but included measurements of Symmetric Cumulants, which, as mentioned in Sec. 2.2,
highly constrain the temperature dependence of h/s and reduce the upper limit. The z/s ranges differ
more than the h/s ranges. The JETSCAPE group also found that the duration of the pre-equilibrium
phase has a strong impact on the extracted viscosity transport parameters. This is clearly demonstrated
by the v-USPhydro chain [811]; the hydrodynamic evolution starts without any pre-equilibrium phase,
and therefore requires low values of h/s = 0.05 and z/s = 0 in order to develop enough flow to describe
the ALICE data [812]. Those values are also shown in Fig. 73.

Charm spatial diffusion coefficient Ds. Heavy quark transport models attempt to describe how charm
and beauty quarks interact with the QGP, given that heavy quarks are produced early and therefore
initially out of equilibrium with the system. As described in the Introduction and Sec. 2.4, the key
quantity for investigating this processes is the charm relaxation time tcharm, which can be evaluated
in the low-momentum limit (p = 0). It is proportional to the charm diffusion coefficient Ds. In the
strong coupling picture, this time will be small, and the charm quark will equilibrate with the QGP and
participate in the collective motion, with the reverse being true in the weak coupling picture. In both
limits, the dimensionless quantity 2pT Ds is proportional to h/s, and the proportionality factor depends
on whether the system is strongly or weakly coupled as follows [813]:

2pT Ds = 4p ⇥h/s = 1 Infinite Coupling at all T and Strong Coupling at Tpc

⇡ 1.5⇥4p ⇥h/s Strong Coupling at T = 400 MeV
⇡ 2.5⇥4p ⇥h/s Weak Coupling at all T

The determination of the heavy-quark spatial diffusion coefficient through model descriptions of exper-
imental measurements is a major goal of recent dedicated initiatives [412, 413]. In Fig. 74, we show
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Figure 66: The pseudorapidity dependence of Dv1 for charged particles (blue markers) and D mesons (orange
markers) in mid-central Pb–Pb collisions at

p
sNN = 5.02 TeV [765]. The data points for charged particles are

scaled by a factor 103. Statistical and systematic uncertainties are represented by the error bars and the boxes
around each data point, respectively.

[1.68 ± 0.49 (stat.) ± 0.41 (syst.)] ⇥ 10�4 for charged hadrons with pT > 0.2 GeV/c for the 5–40%
centrality interval and [4.9 ± 1.7 (stat.) ± 0.6 (syst.)]⇥ 10�1 for D mesons with 3 < pT < 6 GeV/c in
a centrality interval of 10–40%, resulting in a significance of 2.6s and 2.7s for having a positive value,
respectively. This apparent large slope could point to a stronger effect of the Lorentz force relative to the
contribution from the induced electric field and the initial tilt of the source. This measurement constitutes
the first experimental hint of the existence of the initial state electromagnetic fields at the LHC. The data
samples that will be collected in the upcoming heavy-ion runs at the LHC will give us the potential to
make a decisive step in this direction.

Hyperon polarisation

An independent way of probing and constraining the value of the magnetic field is provided by the
measurements of the hyperon global polarisation (see also Sec. 2.2.8).

Fluid vorticity, the main mechanism for the global polarisation effect, leads to the same polarisation
between particles and antiparticles. The magnetic field, which is oriented in the same direction as the
average vorticity, on the other hand, couples to the magnetic moment (µ) of a particle q and leads to a
particle polarisation PB

q = µqB/2T = QqB/(2mqT ), opposite for particles and antiparticles with charge
Qq. In the previous formula, T is the temperature of the system at the time of the particle formation
and B is the value of the magnetic field. This opens up the possibility to probe the magnetic field with a
different, independent observable.

The first observation of the finite global polarisation of L hyperons in Au–Au collisions at RHIC [342]
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Figure 84: Multiplicity dependence of vn{m} in pp, p–Pb and Pb–Pb collisions [262]. Statistical uncertainties are
shown as vertical lines and systematic uncertainties as filled boxes. The results of two-particle cumulants vn{2}
in all collision systems are shown together in panel (a). The same results together with the four-particle cumulant
v2{4} and comparison to models are reported individually in Pb–Pb (b), p–Pb (c) and pp collisions (d). Data are
compared with PYTHIA 8.210 (Monash 2013 tune) [831] simulations of pp collisions at

p
s = 13 TeV, and the

same simulations with string shoving mechanism with the string amplitude of the shoving force g = 10. Data are
further compared to IP-Glasma+MUSIC+UrQMD [48] calculations of pp collisions at

p
s = 13 TeV and p–Pb

and Pb–Pb collisions at
p

sNN = 5.02 TeV, and iEBE-VISHNU calculations of pp collisions at
p

s = 13 TeV with
HIJING initial conditions and parameter set IV [851]. The width of the bands represent the statistical uncertainty
of the model.

method did not yield any significant change with respect to the default measurement of v2{4} [262]. The
relation v2{2} > v2{4} observed in Fig. 84 (b) is due to the event-by-event flow fluctuations affecting
different orders of cumulants differently, which are discussed in more detail in Chap. 4. In contrast to
heavy-ion collisions, measuring a negative c2{4} in small systems is not trivial since the dominating
non-flow effects are known to give rise to c2{4} > 0 [850, 852]. A negative c2{4} has been observed
in high-multiplicity p–Pb collisions [852]. In pp collisions, this was only possible with the 3-subevent
method that further suppresses dominating non-flow correlations, and with a specific high-multiplicity
trigger using the V0 detector [262] which acts as a positive bias towards events with a smaller presence
of jets at midrapidity (see Sec. 3.1). The resulting v2{4}3�sub is shown in Fig. 84 (c) for p–Pb and (d)
and (e) for pp collisions, together with the same measurements of two-particle cumulants presented in
panel (a). The relation v2{2} > v2{4}, apparent in Pb–Pb collisions, is less pronounced in p–Pb col-
lisions, and the measurements are compatible within uncertainties in pp collisions. This may indicate
different types of flow fluctuations, larger longitudinal decorrelations, or stronger non-flow effects in the
measurements done in small systems. Nevertheless, it should be noted that the region of Nch in which the
measurements presented in Fig. 84 overlap is small. It should be noted, that a similar comparison was
also performed by the ATLAS [848] and CMS [846] Collaborations. While ATLAS reports that v2{2}
is clearly larger than v2{4} in all collision systems at similar multiplicities, this relation does not hold
at low multiplicities in the CMS measurements. Compared to the v2{4} measurement (not shown here,
see Ref. [262]), the subevent method allowed us to obtain a real-valued v2{4}3�sub down to lower mul-
tiplicities in p–Pb collisions, suggesting that the presence of collective effects extends down to regions
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the data, the fact that a model without the presence of a medium is able to reproduce some aspects of the
measurements shows the potential for an alternative explanation of the collective effects revealed in the
smallest collision systems. An interesting finding was shown in [864] where a hint for a negative sign
of the four-particle cumulant was revealed after applying the high-multiplicity selection, though further
investigations are needed to confirm and fully understand such observations.
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Figure 85: (Left) Transverse-momentum dependence of v2 of hadrons, pions, kaons, protons, J/y , electrons
from heavy-flavour hadron decays and inclusive muons in the 0–20% multiplicity class of p–Pb collisions at
p

sNN = 5.02 TeV and 8.16 TeV after subtraction of the low-multiplicity class [865–868]. The muons at
pT < 1.5 GeV/c are dominated by decays of light hadrons, while they predominantly originate from heavy-flavour
hadron decays at pT > 2 GeV/c. The results of J/y are combined results from p–Pb collisions at

p
sNN = 5.02

and 8.16 TeV. The data is plotted at the average-pT for each considered pT interval and particle species un-
der study. Error bars show statistical uncertainties while boxes denote systematic uncertainties. The bands
illustrate the CMS measurements for K0

S and L [869]. (Right) Data of light hadrons are compared to the IP-
Glasma+MUSIC+UrQMD [48] calculations and iEBE-VISHNU calculations with the coalescence and fragmen-
tation model [452]. The width of the bands represents the statistical uncertainty of the models.

Studies of azimuthal anisotropies of identified hadron species in small systems, in particular their mass
dependence, have a large potential to determine the presence of a partonic medium. In heavy-ion colli-
sions, the mass ordering of the anisotropic flow of identified hadrons at low-pT is explained as a conse-
quence of a radial expansion of the medium pushing heavier particles to larger pT, and is described well
by viscous hydrodynamic models (for further discussion see Sec. 2.2.4). The baryon-meson grouping
of vn at intermediate-pT is understood as an effect of particle production via quark coalescence, hence
pointing to the presence of partonic collectivity in heavy-ion collisions. These effects are thus considered
as characteristic flow features, discussed in more detail in Sec. 2.3.2. The analysis of two-particle cor-
relations of identified hadrons in high-multiplicity p–Pb collisions, after the subtraction of correlations
from the low-multiplicity data sample, showed the near-side ridge structure [865] as observed previously
in charged hadron measurements (see Fig. 83). The Fourier coefficiencts of this ridge structure, v2, of
pions, kaons and protons as a function of pT shown in Fig. 85 (left) reveal a mass dependence similar to
the one caused by a collectively expanding medium in heavy-ion collisions. In particular, at low-pT they
indicate a mass ordering effect where the v2 of protons is shifted to larger pT with respect to pions and
kaons. For comparison, we also show in Fig. 85 (left) measurements of K0

S and L in p–Pb collisions by
the CMS Collaboration [869]. Despite the differences in the selection of multiplicity classes (based on
the uncorrected number of tracks at midrapidity), wider pseudorapidity acceptance and larger pseudora-
pidity difference between correlated particles (|Dh | > 1.0), the measurements tend to follow the trend of
the mass dependence of v2 seen by ALICE for p , K, p hadrons.

The IP-Glasma+MUSIC+UrQMD model calculations [48], which provide a quantitative description of
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Planning

Run 1 LS1 Run 2 LS2 Run 3 LS3 Run 4 LS4 Run 5 LS5 Run 6

2010-2012 2015-2018 2029-20322022-2025 2035-2037

phase I upgALICE 1 ALICE 2 ALICE 3

2023 – 2025:   selection of technologies, small-scale proof of concept prototypes (~25% of R&D funds)

2026 – 2027: large-scale engineered prototypes (~75% of R&D funds) a Technical Design Reports 

2028 – 2030:   construction and testing

2031 – 2032:   contingency

2033 – 2034:   installation and commissioning

2035 – 2042:  physics campaign 

phase IIb upg

Luciano Musa | ALICE 3 | 27 June 2022 32

Timeline

ITS3 LoI: 

ALICE 3 LoI:  

A Large Ion Collider Experiment

6

Tracker – Vertex Detector

R&D focusses on 
• wafers-sized, curved sensors (same as for ITS3)

• advanced mechanics and cooling for integration 
inside beampipe (rotary petals, matching 
beampipe parameters, feed-through for services)

ITS3 R&D

Luciano Musa | ALICE 3 | 27 June 2022

• 5mm radial distance from interaction point 
(inside beampipe, retractable configuration) 

• unprecedented spatial resolution: spos ≈ 2.5 µm
• … and material budget ≈ 0.1% X0 / layer

Ultimate performance 
wafer-size, ultra-thin, curved, CMOS APS sensor

ITS3

https://cds.cern.ch/record/2703140/
https://cds.cern.ch/record/2803563
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ALICE 3 Detector 
Compact ultra-light all-silicon tracker


• 

Large acceptance


• better statistics, correlations, rapidity dependence

Vertex detector with unprecedented pointing resolution


• 

Excellent electron and hadron identification (TOF + RICH)


•  separation up to a few GeV/c

• Electron ID up to about 3 GeV/c with 103 pion rejection


Muon identification (Muon absorber + Muon chambers)

• Muon ID down to 


ECAL

• Photons/jets over large 


Superconductor magnet system (2T)

Continuous read-out and online processing

σpT
/pT ≈ 1 − 2 %

σDCA ≈ 10μm (pT = 200 MeV/c)

π/K/p

pT ≈ 1.5 GeV/c

η

ALICE 3 Detector Concept

Unique Detector Concept and Features at the LHC
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Transport parameters
The ALICE experiment - A journey through QCD ALICE Collaboration
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Figure 73: The temperature dependence of the shear (top panel) and bulk (bottom) viscosities over entropy den-
sity in the QGP phase constrained by the ALICE measurements shown in Secs. 2.1, 2.2, and 2.5 from various
hydrodynamic models described in the text. Limits from pQCD [51], AdS/CFT [107], and AdS/Non-Conformal
Holographic [808] approaches are also shown. The ranges on the right of the plot represent 90% posterior intervals
from the Bayesian analyses.

The constraints on z/s from ALICE measurements are shown in the bottom panel of Fig. 73. Predictions
from an infinitely-coupled AdS Non-Conformal Holographic approach (AdS/NCH) are also shown for
comparison. As the applicability of Conformal Symmetry regarding the strong potential assumed in the
AdS/CFT scheme at temperatures close to the Tpc is expected to break down, an alternative approach is
needed to determine z/s. The breaking of conformal symmetry leads to z/s rising near Tpc (it is zero
otherwise). This approach was also used to reevaluate the h/s in the limit of infinite coupling at all
temperatures, and was found to also give 1/4p , which suggests this limit is universal. Its prediction
that z/s should depend strongly on the temperature in this region is utilised for the TRENTo+VISHNU
and IP-Glasma+MUSIC models. The TRENTo+VISHNU model provides the best description of ALICE
identified-particle mean-pT measurements (as shown in Sec. 2.2), to which z/s is sensitive. This suggests
that the ranges from both IP-Glasma+MUSIC and EKRT (z/s = 0) provide a conservative estimate of
the uncertainty for this parameter. The high-temperature pQCD limit for z/s is close to 0, which appears
to apply for all the models shown at temperatures above 0.4 GeV. This then implies that bulk excitations
in the initial state are washed out in the QGP phase even more quickly than the shear excitations e.g
tp < 0.1 fm/c for IP-Glasma+MUSIC at T = 0.4 GeV. We also note that the validity of the initial state
models used in each hydrodynamic model chain will be investigated in Chap. 4, using multiplicity and
anisotropic-flow measurements that are mainly sensitive to the features of the initial state.

In addition, the posterior distributions for h/s and z/s have been evaluated using Bayesian parameter
estimation techniques on ALICE data. They have been carried out by the Duke [49]11, JETSCAPE [533],
Trajectum [809], and Jyväskylä [810] groups. These are shown on the right of Fig. 73, at T = 0.3 GeV
for h/s and T = 0.2 GeV for z/s. The size of these posterior ranges are influenced by the prior ranges
and data-sets included. For example, the JETSCAPE prior ranges were larger than those by the Duke

11The maximum a posterior values were tested with ALICE measurements for the TRENTo+VISHNU throughout this chap-
ter, and are shown in Fig. 73
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Figure 74: The temperature dependence of the spatial charm diffusion coefficient Ds in the QGP phase constrained
by the ALICE measurements shown in Sec. 2.4 from various transport models described in the text. The range on
the right of the plot represents a 90% posterior interval from the Bayesian analysis at T = 0.4 GeV. Limits from
pQCD [69], and AdS/CFT [107], are also shown.

and Trajectum groups, and yielded a larger upper limit for h/s. The Jyväskylä group used an even larger
prior range, but included measurements of Symmetric Cumulants, which, as mentioned in Sec. 2.2,
highly constrain the temperature dependence of h/s and reduce the upper limit. The z/s ranges differ
more than the h/s ranges. The JETSCAPE group also found that the duration of the pre-equilibrium
phase has a strong impact on the extracted viscosity transport parameters. This is clearly demonstrated
by the v-USPhydro chain [811]; the hydrodynamic evolution starts without any pre-equilibrium phase,
and therefore requires low values of h/s = 0.05 and z/s = 0 in order to develop enough flow to describe
the ALICE data [812]. Those values are also shown in Fig. 73.

Charm spatial diffusion coefficient Ds. Heavy quark transport models attempt to describe how charm
and beauty quarks interact with the QGP, given that heavy quarks are produced early and therefore
initially out of equilibrium with the system. As described in the Introduction and Sec. 2.4, the key
quantity for investigating this processes is the charm relaxation time tcharm, which can be evaluated
in the low-momentum limit (p = 0). It is proportional to the charm diffusion coefficient Ds. In the
strong coupling picture, this time will be small, and the charm quark will equilibrate with the QGP and
participate in the collective motion, with the reverse being true in the weak coupling picture. In both
limits, the dimensionless quantity 2pT Ds is proportional to h/s, and the proportionality factor depends
on whether the system is strongly or weakly coupled as follows [813]:

2pT Ds = 4p ⇥h/s = 1 Infinite Coupling at all T and Strong Coupling at Tpc

⇡ 1.5⇥4p ⇥h/s Strong Coupling at T = 400 MeV
⇡ 2.5⇥4p ⇥h/s Weak Coupling at all T

The determination of the heavy-quark spatial diffusion coefficient through model descriptions of exper-
imental measurements is a major goal of recent dedicated initiatives [412, 413]. In Fig. 74, we show
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