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Outline

About Shear Viscosity with Boost Invariance.

Signs from Longitudinal Dynamics.



Elliptic Flow

Anisotropic Distribution 
of nucleon scattering 
sites.

Anisotropic Gradients.

Leads to Anisotropic 
Flow.

Kolb and Heinz.  arxiv:nucl-th/0305084v2
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both the number of participating nucleons and the volume of the created
fireball decrease. Except for effects related to the deformation of the reac-
tion zone in non-central collisions, increasing the impact parameter is thus
equivalent to colliding smaller nuclei, eventually reaching the limit of pp
collisions in the most peripheral nuclear collisions. Furthermore, at fixed
beam energy, the initially deposited entropy and energy densities decrease
with increasing impact parameter. To a limited extent, heavy-ion collisions
at fixed beam energy but varying impact parameter are therefore equiv-
alent to central heavy-ion collisions at varying beam energy, i.e. one can
map sections of the “excitation function” of physical observables without
changing the collision energy, but only the collision centrality.

In one respect, however, non-central collisions of large nuclei such as
Au+Au are fundamentally different from central collisions between lighter
nuclei: A finite impact parameter breaks the azimuthal symmetry inherent
in all central collisions. In a strongly interacting fireball, the initial geomet-
ric anisotropy of the reaction zone gets transferred onto the final momentum
spectra and thus becomes experimentally accessible. As we will see, this
provides a window into the very early collision stages which is completely
closed in central collisions between spherical nuclei. (The same information
is, however, accessible, with even better statistics due to the larger overlap
volume and number of produced particles, in completely central collisions
between deformed nuclei, such as W+W or U+U.)
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Fig. 3. Density of binary collisions in the transverse plane for a Au+Au collision with
impact parameter b = 7 fm (left). Shown are contours of constant density together with
the projection of the initial nuclei (dashed lines). The right plot shows the geometric
eccentricity as a function of the impact parameter for the wounded nucleon and binary
collision distributions.



Viscosity 
Scaling

Elliptic Flow scales very 
nicely with shear viscosity.

System increasingly resist 
anisotropic expansion.
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FIG. 8: (Color online) Comparison of hydrodynamic models to experimental data on charged
hadron integrated (left) and minimum bias (right) elliptic flow by PHOBOS [85] and STAR [87],
respectively. STAR event plane data has been reduced by 20 percent to estimate the removal

of non-flow contributions [87, 88]. The line thickness for the hydrodynamic model curves is an
estimate of the accumulated numerical error (due to, e.g., finite grid spacing). The integrated v2

coefficient from the hydrodynamic models (full lines) is well reproduced by 1
2ep (dots); indeed, the

difference between the full lines and dots gives an estimate of the systematic uncertainty of the
freeze-out prescription.

experimental data from STAR with the hydrodynamic model is shown in Fig. 8.
For Glauber-type initial conditions, the data on minimum-bias v2 for charged hadrons

is consistent with the hydrodynamic model for viscosities in the range η/s ∈ [0, 0.1], while
for the CGC case the respective range is η/s ∈ [0.08, 0.2]. It is interesting to note that
for Glauber-type initial conditions, experimental data for both the integrated as well as the
minimum-bias elliptic flow coefficient (corrected for non-flow effects) seem to be reproduced
best7 by a hydrodynamic model with η/s = 0.08 " 1

4π . This number has first appeared in the

7 In Ref. [22] a lower value of η/s for the Glauber model was reported. The results for viscous hydrodynamics

shown in Fig. 8 are identical to Ref. [22], but the new STAR data with non-flow corrections became

Luzum and Romatschke
arxiv:0804.4015v4



Source Shape

For smooth 
distributions.

Significant 
uncertainty in 
shape.

Leads to 
uncertainty in 
shear viscosity.b [fm]
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Ad Hoc Saturation

Slight modification to 
wounded nucleon.

Roughly same scaling.

Much more 
eccentricity.

T̄ = (TA + TB)/2

TR = 2TATB/(TA + TB)

nS = TR
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Model Description

Longitudinally Invariant Viscous Hydrodynamics.

No bulk viscosity or chemical potential.

Coupled to Resonance Gas (T=155 MeV).

Central Multiplicity fit to data.

Initial Flow Parameter: T 0x

T 00
≈ −∂xT xx

2T 00
τ



Most Central Spectra

Multiplicity tuned.

Too much radial flow.

Start Time?

Initial Flow?

Spectra seem 
insensitive to IC.

J. VREDEVOOGD
UNPUBLISHED
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Mid-peripheral Elliptic Flow

Move to 20-30% 
centrality (b=7.37 fm)

Strong dependence on 
initial conditions.
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Shear Initialization

Elliptic flow 
insensitive.

Same for 
transverse shear.
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Flow Initialization

But initial flow 
matters a lot.

Radial flow also 
affected.

More uncertainty.
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Double Viscosity? 

Change only 
normalization and 
shear viscosity.

Result changes by 
factor of two.
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Doubled Viscosity

Without initial flow.

Somewhat 
overpredicts 
elliptic flow.

Even larger shear?
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(3+1) Viscous Hydro

Fully functional for smooth conditions.

Surface finding in testing.

Longitudinal initial conditions are Gaussian.



Near Zero Rapidity

Longitudinal velocity 
gradient at origin.

Bjorken Subtracted.

Shows perhaps 5% 
effect of longitudinal 
extent.
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FIG. 2. (color online) Snapshot of the energy density at ηs = 0 and τ = 5.52 fm/c along the x and y axes with

and without Bjorken invariance for b = 5.70 fm. The central energy density falls more rapidly without Bjorken

invariance, but the effect on the evolution diminishes in the periphery.
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FIG. 3. (color online) The longitudinal velocity gradient at the origin equals 1/τ for a pure Bjorken expansion,

so the ratio above is explicitly zero in the two-dimensional treatments. The velocity gradient varies from the

Bjorken assumption in the three dimensional model on the order of 5%.

longitudinal acceleration increases the gradient. The increase from the Bjorken value of the longitu-

dinal velocity shows little dependence on the impact parameter and is at the five percent level. This

suggests that femtoscopic estimates of lifetime based on the boost-invariant assumption are a few

percent low. This discrepancy should be somewhat larger for smaller viscosities, because an increase

in transverse pressure should increase the longitudinal acceleration.

Figure 3 suggests that the change in the energy density profile at ηs = 0 is due to the presence

11
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Cooling

Longitudinal gradient 
speed cooling.

Structure of surface 
changes very little.
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FIG. 5. (color online) The position of the freeze-out surface along the x-axis at mid-rapidity for three impact

parameters. Incorporating the full three-dimensional motion reduces the lifetime of the source by about 5%.

However, since much of the emission comes from the sudden, final collapse of the source the effect on emission

may be modest.
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Transverse Velocity

Transverse velocity 
difference.

Modest Effect.

Likely somewhat 
smaller flow.

Consistent with 
experimental data?
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Transverse Velocity

At larger rapidity.

Significant 
differences.

Much less flow.

�
δu2

x + δu2
y, η = {0.0, 2.4}
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Concluding Remarks

Estimate of shear viscosity depends on initial 
shape and velocity.

No initial velocity gives minimum result.

Longitudinal effects likely small at midrapidity.

Longitudinal shape of elliptic flow likely an 
interesting constraint.



EOS Merging
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Multiplicity Scaling
Glauber Modeling in Nuclear Collisions 30
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Figure 21: Total inclusive charged-particle multiplicity (Nch) divided by Npart/2
from PHOBOS data at four RHIC energies. The data is compared with p + p
data or interpolations to unmeasured energies at Npart = 2.

4 Geometric aspects of p+A and A+A phenomena

4.1 Inclusive Charged-Particle Yields (total and mid-rapidity)

The total multiplicity in hadronic reactions is a measure of the degrees of free-
dom released in the collision. In the 1970s it was found that the total number
of particles produced in proton-nucleus (p + A) collisions was proportional to
the number of participants, i.e. Nch ∝ Npart = ν + 1, where ν is defined as the
number of struck nucleons in the nucleus (61). This experimental fact was instru-
mental in establishing Npart as a fundamental physical variable. The situation
became more interesting when the total multiplicity was measured in Au+Au at
4 RHIC energies, spanning an order of magnitude in

√
sNN, and was found to be

approximately proportional to Npart there as well. This is shown in Fig.21 with
PHOBOS data from Refs. (58, 59) and is striking if one considers the variety of
physics processes that should contribute to the total multiplicity.

By contrast, the inclusive charged-particle density near mid-rapidity (dN/dη(|η| <
1)) does not scale linearly with Npart/2. This is shown in Fig. 22 with STAR data,
with Npart estimated both from an optical calculation (left) as well as a Glauber
Monte Carlo (right) (62). The comparison shows why care must be taken in the

STAR Collaboration.  arxiv:nucl-ex/0808.2041v2



Chemical TemperatureJanuary 28, 2009 19:39 Trim Size: 9in x 6in for Review Volume hydro-review

Hydrodynamics and transport properties of QCD matter 17

10
-3

10
-2

10
-1

1

π
- /π

+

K
- /K

+

p
− /p

K
- /π

-

p
− /π

-

Λ
/π
-

Λ
− /π

-

Ξ
- /π

-

Ξ
− + /π

-

Ω
- /π

-

Ω
− + /Ω

-

φ/
K
-

Λ*
/Λ

K*/K
-

M
id

-r
a

p
id

ity
 h

a
d

ro
n

 r
a

tio
s

200 GeV 197Au + 197Au central collision

0.5

0.75

1

0 100 200 300 400

Number of participants

γs

0 200 400 600

G
eV

  

0.1

0.2

0.3

0.4

0.5

s
!(dN/dy)

chT

kinT

(a)

"/dchdN
0 200 400 600

> #<

0

0.2

0.4

0.6
(b)

"/dchdN

Fig. 4. Left: Abundance ratios of stable hadrons from central 200 A GeV Au+Au collisions at RHIC [4]. The blue
lines show predictions from a thermal model fit with Tchem = 163 ± 4MeV, µB = 24 ± 4MeV, and a strangeness
saturation factor γs = 0.99 ± 0.07 [4]. The inset shows the centrality dependence of γs. Right: Centrality dependence
(with centrality measured by charged hadron rapidity density dNch/dη) of (a) the thermal freeze-out temperature
Tkin≡Tdec (open triangles), the chemical freeze-out temperature Tchem (open circles), and the square root of the
transverse areal density of pions (dNπ/dη)/S (solid stars), and (b) the average transverse flow velocity 〈β〉≡〈v⊥〉
(solid triangles), for the same collision system [116].

cool down further and develop larger radial flow 〈v⊥〉 than the smaller fireballs formed in periph-
eral collisions. In contrast, the chemical decoupling temperature shows no sensitivity whatsoever
to collision centrality and the accompanying change in expansion rate. (The excellent quality of
the chemical fits is shown in the left panel of Fig. 4.) The baryon chemical potential µB and the
strangeness saturation factor γs (which indicates to what extent strange hadrons are suppressed
relative to non-strange hadrons) decrease somewhat in peripheral collisions, but Tchem is completely
independent of centrality [4, 115].

Chemical freeze-out at RHIC can therefore not be driven by a local competition between inelastic
hadron scattering and hydrodynamic expansion, as described by Eq. (44) [103]. The observed uni-
versality of the measured chemical freeze-out temperature and the proximity of the value extracted
from experiment to the critical temperature Tc of the quark-hadron phase transition predicted by
lattice QCD [7–9] can only be understood if one assumes that the phase transition itself controls
the chemical freeze-out process. At Tc, hadrons are created from quarks and gluons in a state of
maximum entropy, with thermal abundances reflecting a temperature Tchem ≈ Tc that characterizes
the critical energy density for hadronization [117]. At that point, the fireball is already expanding
so rapidly and the hadron resonance gas is so dilute that inelastic hadronic reactions can no longer
change its chemical composition. The chemical temperature is thus frozen at Tc, allowing us to
measure the quark-hadron phase transition temperature directly through hadron abundances.

Between chemical decoupling at Tc and thermal decoupling at Tdec, hadrons continue to rescatter
quasi-elastically through a rich spectrum of hadronic scattering resonances with large cross sections.
Since the resonances typically decay into the same particles from which they were created (up
to quark exchange), this does not affect the chemical composition, but it changes the hadrons’
momenta. For a while they can thus maintain approximate thermal equilibrium even though chemical
equilibrium is broken. As long as thermal equilibration can be locally maintained, hydrodynamics
continues to be applicable. The equation of state through which pressure gradients are evaluated
must, however, correctly reflect the non-equilibrium chemical composition of the HRG below Tchem

Braun-Munzinger et al., PLB 518 (2001) 41.



Two Temperatures

STAR Collaboration.  arxiv:nucl-ex/0808.2041v2
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FIG. 36: (color online) Chemical and kinetic freeze-out tem-
peratures as a function of the charged hadron multiplicity.
Errors shown are the total statistical and systematic uncer-
tainties. The 200 GeV pp and Au+Au data are taken from
Ref. [17].
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ity extracted from blast-wave model fit to pp and d+Au at
200 GeV, and to Au+Au collisions at 62.4 GeV, 130 GeV,
and 200 GeV as a function of the charged hadron multiplicity.
Errors shown are the total statistical and systematic uncer-
tainties. The 200 GeV pp and Au+Au data are taken from
Ref. [17].

in Au+Au collisions. The effect of the 〈β〉 increase on
the transverse spectra is significantly stronger than the
counter effect of the Tkin drop. The combination of the π,
K, p and p spectra favor an increase of 〈β〉 with centrality
rather than a similar increase in Tkin.

In order to have the same base for comparison, the
pp and d+Au data are also fit by the blast-wave model.
The fit results are listed in Table X and shown as a func-
tion of the event multiplicity in Figs. 36 and 37 together
with the Au+Au results. The model is found to give a
fairly good description of the measured π±, K±, p and
p spectra. Surprisingly, the fit average flow velocities
from pp and d+Au collisions are not small, and certainly

not zero as one would naively expect. This should not
be taken as a proof that there is collective flow in pp
and d+Au collisions, because hard scatterings and jet
production, generating relatively more high-p⊥ hadrons,
can mimic collective flow and give rise to the extracted
finite 〈β〉 [54]. In d+Au collisions, there is an additional
effect of initial state scattering, which broadens the trans-
verse momentum of the colliding constituents and hence
the produced hadrons in the final state. Meanwhile, sta-
tistical global energy and momentum conservation can
deplete large momentum particles shown in recent stud-
ies [55], and the effect can be large in low multiplicity
collisions. In the same framework, large initial energy
fluctuation available for mid-rapidity particle production
tends to harden the transverse spectrum [51, 134]. The
interplay, as well as the relevance of statistical global en-
ergy and momentum conservation in high energy colli-
sions, needs further quantitative studies.

In Au+Au collisions the contribution from hard (and
semi-hard) scatterings is larger than in pp collisions be-
cause hard scatterings scale with the number of bi-
nary nucleon-nucleon collisions while soft processes scale
with the number of participant nucleons. From the
two-component model study in Section VI C, the hard-
scattering contribution in pp collisions at 200 GeV is
13%, while in the top 5% central Au+Au collisions it
is 46%, a factor of 3.5 times that in pp. From the blast-
wave model with a linear flow velocity profile, the in-
crease in average 〈p⊥〉 or 〈m⊥〉 due to radial flow ve-
locity 〈β〉 is approximately proportional to 〈β〉3. As-
suming the apparent finite flow velocity extracted from
pp data, 〈β〉pp = 0.24 ± 0.08, is solely due to the en-
ergy excess of produced particles from hard processes
over soft processes, and assuming the particle produc-
tion from hard processes is identical in pp and central
Au+Au collisions, then the hard processes in central
Au+Au collisions would generate an apparent flow ve-
locity of 3.51/3〈β〉pp = 0.36. However, the extracted flow
velocity from the blast-wave model for central Au+Au
collisions is significantly larger, 〈β〉AA = 0.59±0.05. One
may take the additional excess in central Au+Au colli-
sions as the effect of collective transverse radial flow, and
estimate the collective flow velocity in central Au+Au

collisions by 〈β〉flow ∼ 3

√

〈β〉3AA − 3.5〈β〉3pp = 0.54± 0.08.

As discussed in section VI C, the Kharzeev-Nardi two-
component model likely overestimates the fraction of the
hard component in pp collisions. However, using the
hard-component fraction obtained from Ref. [54], with
the same assumptions as stated above, the estimate of
the collective flow velocity in central Au+Au collisions is
not significantly altered. We note, however, that the pre-
ceding estimate is simplistic. The full understanding of
the effects on transverse spectra from radial flow, (semi-
)hard scatterings, interactions between (semi-)hard scat-
terings and the medium [67, 135, 136], and the interplay
between these effects will need rigorous study which is
outside the scope of this paper. It should be understood
that the extracted values of the radial flow velocity in this


