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• compare with lattice simulations
where there’s no sign problem

Functional methods and effective models: QCD at finite isospin density

Figure 23: The phase diagram of the homogeneous two-component Fermi mixture in the
unitarity limit, containing the superfluid Sarma (S) and BCS phases, the normal phase (N)
and a forbidden region (FR). The solid black line is the result of the RG calculations. The
dots with error bars are experimental data along the phase boundaries as determined by Shin
et al. [72]. The dashed and dashed-dotted lines are only guides to the eye.

polarizations than the one from mean-field theory. As a result, the RG calcu-
lation is in much better agreement with experiments. We believe that the RG
captures two main shortcomings of the mean-field theory, namely it takes into
account fermionic self-energy e⇥ects and screening e⇥ects. Actually, the level
of agreement with experiment is rather remarkable considering the simplicity of
our RG. To some extent this is a coincidence, since there are many couplings
whose renormalization we have ignored here although they could have a quan-
titative influence, such as e.g. the e⇥ective mass of the fermions. In Ref. [190],
we for example also included the center-of-mass frequency dependence of the
interaction and found Pc3 = 0.24 and Tc3 = 0.063 TF+. Moreover, the results of
the RG are also sensitive to the precise way in which we flow, so that the results
depend for example on the intermediate cut-o⇥ ~��

0. We pick ��
0 such that the

high-energy two-body physics has been integrated out to a large extent, but the
many-body physics not yet. This means that we take ��

0 to be a few times the
Fermi wavevector. However, this procedure has some arbitrariness, and in an
exact treatment the results should be fully independent of ��

0. We note that
in Fig. 23, the dashed and dashed-dotted lines have the same meaning as in
the homogeneous phase diagram of Fig. 12. However, with our current RG for
the normal phase these lines cannot be calculated, since for this a treatment of
the superfluid phase would be required. Finally, we mention that at zero tem-
perature, the Monte-Carlo treatment of Lobo et al. predicts a quantum phase
transition from the equal-density superfluid to the polarized normal phase at
a critical imbalance of p = 0.38, as was discussed in Section 4.3.2 [150]. This
value seems to be in reasonably good agreement with experiments as seen from
Fig. 23.

72

polarised fermi gas at unitarity

graphene

• apply to ultracold fermi gases
exploit analogies and 
more experimental data

QED3 (semimetal-insulator transition, Nf < 4),

electronic properties of Graphene (half-filling, Nf = 2) – SFB 634

• strongly correlated fermions in 2+1 dimensions
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T 2 = 1

T 2 = �1

• in general, except if:

T 2 = ±1(a) anti-unitary symmetry TD(µ)T�1 = D(µ)⇤

� = 4(ii) real

� = 1

Dyson index:

 two-color QCD

adjoint QCD, or G2-QCD 

fermion color representation:

(i) pseudo-real

 Det
�
D(µI)D(�µI)

�
(b) two degenerate flavors with isospin chemical potential

fermion determinant

 QCD at finite isospin density

� = 2

sign problem: �
DetD(µf )

�⇤
= DetD(�µf )



extended mean 
field (eMF)

⌦(T, µ) , at

�min = h�iT,µ
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Functional RG (Flow) Equations
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Wetterich, Phys. Lett. B 301 (1993) 90

�[�j ] = (j,�j)� lnZ[j]Effective action:
Legendre transform

�(n)(x1, . . . xn)

1PI vertex functions

grand potential

∂tΓk[φ] = 1

2

⊗

−

⊗

k@k�k[�]

bosons fermions



k@k�
(2)
k (p0, ~p) =

p0 = �i(! + i") (retarded)

T = µ = 0:

finite T and µ:

Kamikado, Strodtho↵, LvS & Wambach,

EPJC 74 (2014) 2806

Tripolt, Strodtho↵, LvS & Wambach,

PRD 89 (2014) 034010

9 June 2014  |  Lorenz von Smekal  |  p.
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• e.g. O(4) linear sigma model:

�(3)
kp �(3)

k �1

2
⇥

�(4)
k

p

• continue to real time:
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analytically continued FRG                   • QM model                   

Slide for Lorenz
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[R.-A. Tripolt, N. Strodthoff, L. von Smekal and J. Wambach, arXiv:1311.0630 [hep-ph]]

November 15th, 2013 | TU Darmstadt | Jochen Wambach | Real Time Spectral Functions from the FRG | 1

[Tripolt, Strodthoff, LvS, Wambach, PRD 89 (2014) 034010]                                           see Arno Tripolt’s talk tonight

finite T and µ



• µ = 0, map to QMD model for QC2D:

Nc: 3 ! 2 ( u, d) ! ( r, ⌧2C ̄g) µI ! µ

⇡+,⇡� ! �,�⇤ ⇡0 ! ~⇡
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QM Model with Isospin Chemical Potential
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• Nf = 2 quarks & mesons with Yukawa coupling:

µI � µ : µ imbalance between up and anti-down

µ � µI : µI  imbalance between up and down

• chemical potentials:
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SU(Nf )⇥ SU(Nf )⇥ U(1) becomes SU(2Nf )

Nf = 2: connects pions and �-meson with scalar (anti)diquarks.

• extended flavor symmetry (Pauli-Gürsey), at µ = 0 

• color-singlet diquarks 
   (bosonic baryons)

SU(4) ! Sp(2)

SO(6) ! SO(5)or

Coset: S5
5 Goldstone bosons: pions

and scalar (anti)diquarks

• Dirac mass (quark condensate)

Strodthoff, Schaefer & LvS, Phys. 
Rev. D 85 (2012) 074007
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• QMD model phase diagram

purely mesonic

CEP

• no low-T 1st order transition,

no CEP at µ ⇠ 2.5 m⇡ !

with collective baryonic fluctuations

diquark

condensation
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Strodthoff, Schaefer & LvS, Phys. Rev. D85 (2012) 074007

Strodthoff & L.v.S., PLB 731 (2014) 350
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• QMD model phase diagram

TCP

• Tricritical point predicted in:
Splittorff, Toublan & Verbaarschot, 
Nucl. Phys. B 620 (2002) 290 Strodthoff, Schaefer & LvS, Phys. Rev. D85 (2012) 074007
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• Polyakov-Quark-Meson-Diquark
   model phase diagram:

• Lattice simulations:
8
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FIG. 6: The renormalised Polyakov loop as a function of
chemical potential, for all temperatures. The open symbols
are for ja = 0.04; the filled symbols are extrapolated to j = 0.
The inset shows the unrenormalised Polyakov loop.

and hence we choose to quote our results from the linear
fit also here.
For µa ! 0.6, 〈qq〉/µ2 rises again before possibly reach-

ing a new plateau at µa ≈ 1.0. This is possible evidence
of a transition to a new state of matter at high density,
but at these large densities the impact of lattice artifacts
cannot be excluded.
At T = 70 MeV (Nτ = 16) we are not in a position to

perform a j → 0 extrapolation, but from the ja = 0.04
data we see only a mild suppression in 〈qq〉, and only for
µa ! 0.8. Since the results are almost indistinguishable
from those at T = 47 MeV we do not show them here.
At T = 94 MeV (Nτ = 12) we see that 〈qq〉 is signifi-

cantly smaller for all values of µ and drops dramatically
above µa ! 0.7. This gives us the first indications of the
transition between the diquark-condensed and the nor-
mal phase. At T = 141 MeV (Nτ = 8) we find that
the diquark condensate is zero at all µ, confirming that
the system is in the normal phase at this temperature.
A systematic investigation including more temperatures
and an extrapolation to j = 0 at all temperatures will
be required to establish the exact location and nature of
this transition.
Finally, comparing the numbers from the 123× 24 and

163×24 lattices, no evidence of any significant finite vol-
ume effects are found, except at µa = 0.9 where the
condensate on the smaller volume is slightly suppressed.
Figure 6 shows the order parameter for deconfinement,

the Polyakov loop 〈L〉, for our four different tempera-
tures. It has been renormalised using (4), using the µ-
independent renormalisation constant ZL already com-
puted in Sec. II. We see that for each temperature T , 〈L〉
increases rapidly from zero above a chemical potential
µd(T ) which we may identify with the chemical potential
for deconfinement. However, since L is a convex function
of µ at all T , it is not possible to use the variation of
L with µ to define µd(T ). In the absence of a more rig-
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FIG. 7: A tentative phase diagram, including the location of
the deconfinement transition in the (µ, T ) plane, determined
from the renormalised Polyakov loop, and the transition to
the diquark condensed 〈qq〉 #= 0 phase. Also shown is the
deconfinement point from Ref. [7].

orous criterion, we have taken the point where L crosses
the value it takes at Td(µ = 0), Ld = 0.6, to define µd(T ).
The results are shown in Fig. 7, with error bars denoting
the range Ld =0.5–0.7. To more accurately locate the de-
confinement line, we will need to perform a temperature
scan for fixed µ-values, as was done for µ = 0.

For our lowest temperature (Nτ = 24), the renor-
malised Polyakov loop is too noisy for any quantitative
conclusions to be drawn. This is because the signal
(which is consistent with 0 for µa < 0.75) as well as
the statistical noise are multiplied by the large renormal-
isation factor Z24

L = 2084. However, the unrenormalised
Polyakov loop L0, shown in the inset of Fig. 6, exhibits
the same qualitative behaviour as for the higher temper-
atures. We also find that there are no significant volume
effects, while the diquark source tends to suppress the
Polyakov loop slightly. At µa ≈ 0.75 we see that the
curves for the renormalised Polyakov loop at the differ-
ent temperatures cross, so that at higher µ, L is smaller
for higher temperatures. This, however, depends on the
renormalisation scheme: if we had instead imposed the
condition that LR = 0.5 at Nτ = 4, µ = 0, the curves
would not cross.

The estimates of critical chemical potentials for both
deconfinement and superfluidity can be translated into a
tentative phase diagram, shown in Fig. 7. It is worth reit-
erating that the points on the phase boundaries are rough
estimates only, since we do not have a precise criterion
for the transition. In Section IVC we will present re-
sults for a different measure of deconfinement, the quark
number susceptibility. We also show the estimate from
the coarser lattice in Ref. [7]. Clearly, a combination of
temperature effects and lattice artefacts is responsible for
the discrepancy between the µd-values quoted in [7, 8].

In Fig. 7 we also show our estimate of the transition
between the superfluid and the normal phase. Again,

Cotter, Giudice, Hands & Skullerud,
PRD 87 (2013) 034507
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Fig. 12. Multimodal fits of the form eq. (10) for the magnetic
(top) and electric (bottom) gluon propagators at aµ = 0.5 and
aj = 0.04 on the 163 × 24 lattice. Note that the functions are
plotted versus four-momentum q on the abscissa.

QC2D, in particular no sign problem, a direct analysis
serves to identify possible technical limitations in either
method, stemming from finite size and finite volume arte-
facts in the lattice formulation, or from inevitably neces-
sary truncations in the continuum description. We are also
in the process of computing the quark propagator, which
will give further input to these studies.

We are currently extending our study of QC2D to
smaller lattice spacings, which will enable us to perform a
controlled extrapolation to the continuum limit and clar-
ify the possible role of lattice artefacts at large µ.
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Can we describe the two-color world
with the 3d effective lattice theory for
heavy quarks? 
[see Philipp Scior’s talk this afternoon]
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Nuclear Matter and Chiral Transition
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• Parity-Doublet Model with mesonic and baryonic fluctuations
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Zschiesche, Tolos, Schaffner-Bielich, Pisarski, PRC 75 (2007) 055202
mean-field:

FRG: MSc Thesis Johannes Weyrich, May 2014
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• QM Model with fluctuating 
   chiral & pion condensates

pion condensation

�SB

U = U(⇢2, d2), but replace ⇢2 = �2 + ~⇡2 and d2 = |�|2
by ⇢2 = �2 + ⇡2

0 and d2 = ⇡2
1 + ⇡2

2 = ⇡+⇡�

• need 2 fields in effective potential

Kamikado, Strodthoff, LvS & Wambach, PLB 718 (2013) 1044
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• T = 0 isospin density - FRG vs. lattice QCD:

Detmold, Orginos & Shi, Phys. Rev. D86 (2012) 054507
Kamikado, Strodthoff, LvS, PLB 718 (2013) 1044



T = 0

9 June 2014  |  Lorenz von Smekal  |  p.

Baryon & Isospin Chemical Potential
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• Fermionic flow (extended mean-field):
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• Fermionic flow (extended mean-field):
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Figure 10: Quasiparticle dispersions for a) the BCS superfluid phase and b) the Sarma
superfluid phase. The upper branch gives the dispersion for the spin-down quasiparticles,
that consist of spin-down particles and spin-up holes. The lower branch gives the dispersion
for the spin-up quasiparticles, that consist of spin-up particles and spin-down holes. These
dispersions have their minima given by |�| ± h at wavevectors for which �k = µ. In the
BCS case the quasiparticle spectra are gapped. In the Sarma case, a part of the spin-up
quasiparticle branch is below zero, such that its filling lowers the ground-state energy. As a
result, additional spin-down holes and spin-up particles enter the ground state leading to a
polarized superfluid.

also be a local minimum, so that there is both a local maximum and a global
minimum at values of � unequal to zero. As is seen in Figs. 9(c) and (d), this
can cause a discontinuous, or first-order, phase transition. The extrema of the
thermodynamic potential density can be found by di⇥erentiating with respect
to �⇥ and equating the result to zero. As the above discussion implies, there
is always one solution given by � = 0. The other solutions are found from the
so-called BCS gap equation
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which thus has either one or two solutions. The study of the extrema of the
thermodynamic potential allows for a determination of the phase diagram as a
function of the chemical potentials and the temperature, which we perform in
Section 3.4.

3.3. Sarma phase

But first, let us briefly discuss in more detail the homogeneous superfluid
phases that we encounter in the spin-imbalanced case. Below the critical tem-
perature Tc, we have that |�| ⇥= 0, in which case we distinguish between two
possibilities. Namely, we have either that h < |�|, or that h > |�|. The first
case we call a BCS superfluid, because, as we see next, it corresponds to the
fully-gapped situation known from ordinary BCS superconductivity in metals
[2]. The second case leads to a so-called Sarma superfluid, which gives rise to
a gapless quasiparticle dispersion for the majority spin species ~⇥k,+, as was
first discussed by Sarma [84]. The Sarma phase is sometimes also referred to
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• Fermionic flow (extended mean-field):
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Figure 12: a) The phase diagram of the homogeneous two-component Fermi mixture in the
unitarity limit, consisting of the gapless superfluid Sarma phase (S), the gapped superfluid
BCS phase and the normal phase (N). The transition from superfluid to normal can be either
continuous (full line) or discontinuous (dashed line), and the two possibilities meet at the
tricritical point (TCP). Between the BCS regime and the Sarma regime of superfluidity there
is a crossover (dash-dotted line). Both the temperature T and half the chemical potential
di�erence h are scaled with the average chemical potential µ. b) The same diagram but now
as a function of the polarization p = (n+ � n�)/(n+ + n�) and with the temperature scaled
by the Fermi temperature of the majority species TF+ = �F+/kB. Due to the discontinuous
nature of the transition below the tricritical point there is a jump in the polarization, causing a
forbidden region (FR) in the phase diagram where the gas is unstable against phase separation.
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Figure 23: The phase diagram of the homogeneous two-component Fermi mixture in the
unitarity limit, containing the superfluid Sarma (S) and BCS phases, the normal phase (N)
and a forbidden region (FR). The solid black line is the result of the RG calculations. The
dots with error bars are experimental data along the phase boundaries as determined by Shin
et al. [72]. The dashed and dashed-dotted lines are only guides to the eye.

polarizations than the one from mean-field theory. As a result, the RG calcu-
lation is in much better agreement with experiments. We believe that the RG
captures two main shortcomings of the mean-field theory, namely it takes into
account fermionic self-energy e⇥ects and screening e⇥ects. Actually, the level
of agreement with experiment is rather remarkable considering the simplicity of
our RG. To some extent this is a coincidence, since there are many couplings
whose renormalization we have ignored here although they could have a quan-
titative influence, such as e.g. the e⇥ective mass of the fermions. In Ref. [190],
we for example also included the center-of-mass frequency dependence of the
interaction and found Pc3 = 0.24 and Tc3 = 0.063 TF+. Moreover, the results of
the RG are also sensitive to the precise way in which we flow, so that the results
depend for example on the intermediate cut-o⇥ ~��

0. We pick ��
0 such that the

high-energy two-body physics has been integrated out to a large extent, but the
many-body physics not yet. This means that we take ��

0 to be a few times the
Fermi wavevector. However, this procedure has some arbitrariness, and in an
exact treatment the results should be fully independent of ��

0. We note that
in Fig. 23, the dashed and dashed-dotted lines have the same meaning as in
the homogeneous phase diagram of Fig. 12. However, with our current RG for
the normal phase these lines cannot be calculated, since for this a treatment of
the superfluid phase would be required. Finally, we mention that at zero tem-
perature, the Monte-Carlo treatment of Lobo et al. predicts a quantum phase
transition from the equal-density superfluid to the polarized normal phase at
a critical imbalance of p = 0.38, as was discussed in Section 4.3.2 [150]. This
value seems to be in reasonably good agreement with experiments as seen from
Fig. 23.
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polarised fermi gas at unitarity
Gubbels, Stoof, arXiv:1205.0568
Shin et al., Nature 451 (2008) 689

partially pol. superfluid near interface in fermi gases?
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Phys. Rev. D 83 (2011) 114502

G2 �! SU(3)
Higgs

!  real (positive), no sign problem (as adjoint QCD). 
!  rank 2, quenched 1st order deconfinement (as SU(3)). 
!  7 colors, 14 gluons. 
!  diquark condensation (as two-color QCD). 
!  but has fermionic baryons also. 
!  breaks down to QCD: 
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Maas, LvS, Wellegehausen & Wipf, Phys. Rev. D 86 (2012) 111901R

• finite baryon density (bosonic and fermionic)
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• Nf = 1:

8

calculated with a CG solver, making a total of Nest

matrix inversions to obtain an estimator for every
matrix element of the propagator. In the case of lo-
cal lattice averaged observables like condensates, a
number of Nest ≈ 10 estimators is sufficient to get
a reliable result. For the disconnected part of four-
point correlation functions more estimators are nec-
essary.

V. LATTICE SPECTROSCOPY RESULTS ON A
SMALL 83 × 16 LATTICE

In order to fix our parameters we compute the di-
quark masses and the proton mass for different pa-
rameters of the inverse gauge coupling β and the
hopping parameter κ on a small 83 × 16 lattice. In
Fig. 2 the d(0+) mass is shown as a function of
the inverse gauge coupling β for a fixed value of
the hopping parameter κ and in Fig. 3 the proton
mass is plotted for the same parameters. For heavy
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FIG. 2: Mass of the pseudo Goldstone boson as a
function of β for κ = 0.147.

quarks the ratio of diquark and proton mass should
be 2/3 while it should go zero in the chiral limit.
A second mass ratio to fix the bare parameters is the
ratio of the 0+ and the 1+ diquark. For heavy quarks
only the number of quarks is important and the ra-
tio should be one while in the chiral limit the spin
zero diquark becomes massless while the spin one
diquarks is massive. The results for the masses and
their ratio are shown in Fig. 4 and 5 as a function of
κ and fixed β. Indeed we see that for smaller Gold-
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FIG. 3: Mass of the proton as a function of β for
κ = 0.147.
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FIG. 4: Mass of the 0+ and the 1+ diquark as a function
of κ for β = 0.96.

stone masses the ratio increases. In the following
we discuss to different ensembles with parameters
shown in Tab. V. The mass scale is set by the pro-
ton mass mN = 938 MeV. The mass spectrum for
the heavy quark ensemble is shown in Fig. 6. The
diquark masses are almost degenerate. Also the η
has the same mass as the diquarks. For the nucle-
ons there is almost no mass splitting between parity
even and odd states. In the light ensemble the di-

Name β κ md(0+) md(0+)a MC

Heavy ensemble 1.05 0.147 326 MeV 7000

Light ensemble 0.96 0.15924 247 MeV 5000

TABLE V: Parameter for two different ensembles

real and positive for single flavor:

2 Goldstone bosons: scalar (anti)diquarks

SU(2) ! UB(1) • Nf = 2:

5

The diquark correlation function that we measure
on the lattice is given by

Cd(x, y) =
〈

d(0++)(x) d(0++)†(y)
〉

=
〈

d(0+−)(x) d(0+−)†(y)
〉

=

〈

χ̄(x)γ5χ(x) χ̄(y)γ5,χ(y)

〉 (23)

showing that the diquark masses are degenerate
and its correlation functions contain only connected
contributions, like for example the correlation func-
tion for the pion in QCD. The corresponding corre-
lation function for the η meson reads

Cη(x, y) =
〈

η(x) η†(y)
〉

=2

〈

χ̄(x)γ5χ(x) χ̄(y)γ5χ(y)

〉

+Cd(x, y)

(24)

The difference between the η and the diquark cor-
relation function is only the disconnected contribu-
tion. This leads to some relations between flavour
singlet diquark masses and flavour non-singlet me-
son masses,

md(0+) =mπ(0−)

md(0−) =ma(0+)

md(1+) =mρ(1−)

md(1−) =mb(1+).

(25)

For every diquark there is a flavour non-singlet me-
son with the same mass but opposite parity.

IV. ALGORITHMIC CONSIDERATIONS

In our lattice simulations we use an Hybrid Monte-
Carlo algorithm [9] to generate the probability dis-
tribution. In an earlier publication [5], the first im-
plementation for G2 is developed for a pure gauge
theory. For the gauge action we choose the tree-
level improved Symanzik gauge action [10–13]

S[U ] = β

Nc

{

c0
∑

!

tr (1− ReU!)+

c1
∑

!!

tr (1− ReU!!)

}

.

(26)

Here, U! stands for the plaquette variable and U!!

for a rectangular path around two plaquettes. The
parameters are given by c0 = 1 − 8c1, c1 =
−1/2. For the fermion determinant we use pseudo-
fermions together with a rational approximation of
the inverse fermion matrix (RHMC algorithm) [14].
In the case of Dirac fermions the path integral is
given by 1

Z =

∫

DΨDΨ̄DUe−S[U ]−tr Ψ̄DΨ

=N
∫

DU det (D[U ]) e−S[U ]

=N
∫

DU det
(

M [U ] 12
)

e−S[U ],

(27)

where D is the fermion operator and M = D†D
is a Hermitian and positive operator. Introducing
NPF complex-valued pseudofermions φ [15], one
can write the partition function as

Z =

∫

DUDφ exp{−SB[U ,φ]} with

SB[U ,φ] = S[U ] + tr
NPF
∑

p=1

φ†
pM

−qφp,
(28)

where SB is the bosonic action and q is given by
q = 1

2NPF
. In the rHMC dynamics M−q is replaced

by a rational approximation according to

r(x) = x−q ≈ α0 +
NR
∑

r=1

αr

x+ βr
. (29)

For any rational number q the coefficients α and β
can be calculated with the Remez algorithm [16].
The numerical accuracy of the approximation in
the interval x ∈ {xMin, xMax} = I depends on
the order NR of the used polynomial and the nu-
merical accuracy of the coefficients α and β. In
the following rS(x), S = {I, ε, q} denotes a ra-
tional approximation of the function x−q with ε =

1 Below, tr denotes the integral over d-dimensional spacetime
and the trace over all internal degrees of freedom.
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tional approximation of the function x−q with ε =

1 Below, tr denotes the integral over d-dimensional spacetime
and the trace over all internal degrees of freedom.
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calculated with a CG solver, making a total of Nest

matrix inversions to obtain an estimator for every
matrix element of the propagator. In the case of lo-
cal lattice averaged observables like condensates, a
number of Nest ≈ 10 estimators is sufficient to get
a reliable result. For the disconnected part of four-
point correlation functions more estimators are nec-
essary.

V. LATTICE SPECTROSCOPY RESULTS ON A
SMALL 83 × 16 LATTICE

In order to fix our parameters we compute the di-
quark masses and the proton mass for different pa-
rameters of the inverse gauge coupling β and the
hopping parameter κ on a small 83 × 16 lattice. In
Fig. 2 the d(0+) mass is shown as a function of
the inverse gauge coupling β for a fixed value of
the hopping parameter κ and in Fig. 3 the proton
mass is plotted for the same parameters. For heavy
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FIG. 2: Mass of the pseudo Goldstone boson as a
function of β for κ = 0.147.

quarks the ratio of diquark and proton mass should
be 2/3 while it should go zero in the chiral limit.
A second mass ratio to fix the bare parameters is the
ratio of the 0+ and the 1+ diquark. For heavy quarks
only the number of quarks is important and the ra-
tio should be one while in the chiral limit the spin
zero diquark becomes massless while the spin one
diquarks is massive. The results for the masses and
their ratio are shown in Fig. 4 and 5 as a function of
κ and fixed β. Indeed we see that for smaller Gold-
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stone masses the ratio increases. In the following
we discuss to different ensembles with parameters
shown in Tab. V. The mass scale is set by the pro-
ton mass mN = 938 MeV. The mass spectrum for
the heavy quark ensemble is shown in Fig. 6. The
diquark masses are almost degenerate. Also the η
has the same mass as the diquarks. For the nucle-
ons there is almost no mass splitting between parity
even and odd states. In the light ensemble the di-

Name β κ md(0+) md(0+)a MC

Heavy ensemble 1.05 0.147 326 MeV 7000

Light ensemble 0.96 0.15924 247 MeV 5000

TABLE V: Parameter for two different ensembles
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quark masses are no longer degenerate. We observe
a significant mass splitting between parity even and
odd states as well as between scalar and vector di-
quarks. The η is also a heavier than the Goldstone
boson. This mass difference comes from the discon-
nected part of the meson correlation function. For
the nucleons we also observe different masses for
parity even and odd states and the spin 1/2 and spin
3/2 representations.

VI. G2-QCD AT ZERO TEMPERATURE AND
FINITE BARYON DENSITY

0.0

0.5

1.0

1.5

2.0

2.5

3.0

3.5

0+ 0− 1
2
+ 1

2
− 1+ 1− 3

2
+ 3

2
−

0

247

500

938

1500

2000

m

m in MeV

d
d d

d

η

N
N ∆

∆

d∗

d∗

d∗

d∗

η∗

N∗ N∗ ∆∗ ∆∗

FIG. 7: Mass spectrum of the light ensemble

0.4
0.5

0.6
0.7

0.8
0.9

1.0
1.1

012345

0

2

4

6

8

10

12

14

ã
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Figure 23: The phase diagram of the homogeneous two-component Fermi mixture in the
unitarity limit, containing the superfluid Sarma (S) and BCS phases, the normal phase (N)
and a forbidden region (FR). The solid black line is the result of the RG calculations. The
dots with error bars are experimental data along the phase boundaries as determined by Shin
et al. [72]. The dashed and dashed-dotted lines are only guides to the eye.

polarizations than the one from mean-field theory. As a result, the RG calcu-
lation is in much better agreement with experiments. We believe that the RG
captures two main shortcomings of the mean-field theory, namely it takes into
account fermionic self-energy e⇥ects and screening e⇥ects. Actually, the level
of agreement with experiment is rather remarkable considering the simplicity of
our RG. To some extent this is a coincidence, since there are many couplings
whose renormalization we have ignored here although they could have a quan-
titative influence, such as e.g. the e⇥ective mass of the fermions. In Ref. [190],
we for example also included the center-of-mass frequency dependence of the
interaction and found Pc3 = 0.24 and Tc3 = 0.063 TF+. Moreover, the results of
the RG are also sensitive to the precise way in which we flow, so that the results
depend for example on the intermediate cut-o⇥ ~��

0. We pick ��
0 such that the

high-energy two-body physics has been integrated out to a large extent, but the
many-body physics not yet. This means that we take ��

0 to be a few times the
Fermi wavevector. However, this procedure has some arbitrariness, and in an
exact treatment the results should be fully independent of ��

0. We note that
in Fig. 23, the dashed and dashed-dotted lines have the same meaning as in
the homogeneous phase diagram of Fig. 12. However, with our current RG for
the normal phase these lines cannot be calculated, since for this a treatment of
the superfluid phase would be required. Finally, we mention that at zero tem-
perature, the Monte-Carlo treatment of Lobo et al. predicts a quantum phase
transition from the equal-density superfluid to the polarized normal phase at
a critical imbalance of p = 0.38, as was discussed in Section 4.3.2 [150]. This
value seems to be in reasonably good agreement with experiments as seen from
Fig. 23.
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• Finite Isospin Density in QCD and Baryon Density in Two-Color QCD 
- detailed understanding of phase diagram
- functional methods and models vs. lattice MC
- analogies with ultracold fermi gases
  BEC-BCS crossover, population imbalance 
  with universal phase diagram...   
 • Phase Diagram of G2 Gauge Theory
- no sign problem − fermionic baryons 

- refined functional methods & models, 
   baryonic dofs, finite volume...

• QCD Phase Diagram
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