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Motivation

Isolated photons at the LHC
d
2
σ

d
p T

d
η CMS

R = 0.4
ΣET < 5 GeV
JETPHOX
CT10, BFG II
µ = Q = QF = pT

√
sNN = 7.0 TeV

|η| < 0.9

pT

[Data: Phys.Rev. D84:052011 (2011)]

Very well described by NLO pQCD
Same holds also for inclusive jets
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Charged hadrons at LHC
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[JHEP 1108 (2011) 086]
[Eur.Phys.J. C72 (2012)]

NLO pQCD with recent FFs
overshoots the data by factor of 2!

Goal: Quantify the observed inconsistency and try to identify the origin
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Collinear factorization

Inclusive hadron production in p+p collisions

dσp+p→h+X =
∑

i,j,k,X′
fi(x1, Q

2)⊗ fj(x2, Q2)⊗ dσ̂ij→k+X′ ⊗Dh
k(z,Q2

F )

fi(x,Q
2) are the parton distribution functions (PDFs)

dσ̂ij→k+X′ is the partonic piece calculated from pQCD
Dh

k(z,Q2
F ) is the parton-to-hadron fragmentation function (FF)

Global DGLAP analysis
1 Parametrize Dh

i (z,Q2) at the initial scale Q0

Dh
i (z,Q2

0) = Niz
ai(1− zbi)F (z, ci, . . .)

2 Use DGLAP evolution equations to calculate Dh
i (z,Q2) at Q > Q0

∂Dh
i (z,Q2)

∂ logQ2
=
αs

2π

∑
j

Pij ⊗Dh
j (z,Q2)

3 Fit to wide range of data to obtain the parameters
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Comparison between FFs

The PDFs and pQCD seem okay (photons, jets)
How about fragmentation functions?
Currently there are several analyses for the charged hadron FFs available:

FF set Species Fitted data uncert. zmin Q2 [GeV2]
Kretzer (kre) π±,K±,h++h− e+e− no 0.01 0.8–106

kkp π++π−,K++K− e+e− no 0.1 1–104

p+ p̄,h++h−

bfgw h± e+e− yes 10−3 2–1.2 · 104

akk05 π±,K±, p, p̄ e+e− no 0.1 2–4 · 104

hkns π±,K±, p+ p̄ e+e− yes 0.01 1–108

akk08 π±,K±, p, p̄ e+e−, p-p no 0.05 2–4 · 104

dss π±,K±, p, p̄,h± e+e−, p-p, e-p yes 0.05 1–105

Only AKK08 and DSS include data from p+p collisions (DSS include also
SIDIS data)
Only HKNS provides error estimates that quantify how the uncertainties
in the fit propagate to observables
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Comparison between FFs

Comparison of quark (left) and gluon (right) FFs as function of z
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Quark-to-hadron FFs well constrained by the e+e− data
Large deviations in the gluon-to-hadron FFs, especially at z > 0.5
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Inclusive hadron production: The z sensitivity

The z distributions at different
√
s
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Very small contribution from theoretically difficult z < 0.1

The dominant z values depend on the chosen FF set
Common features:

Larger pT ⇒ sensitivity to larger z
Larger

√
s ⇒ sensitivity to smaller z
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Sensitivity to quark and gluon FFs

The relative contributions to cross sections from
Dh++h−

g (z,Q2
F ) (solid) and from

∑
qD

h++h−
q (z,Q2

F ) (dashed)
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Gluons dominate up to the highest pT
Exact contributions depend on the FF set
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Charged hadron production at
√
s = 7.0TeV

Comparison between data and NLO calculation (using INCNLO with CT10)

pT

|η| < 1.0

√
s = 7.0TeV

Discrepancy beyond experimental uncertainties

PDF uncertainties small
Large deviations between different FF sets

- Especially the FF fits with low
√
s p+p data overshoot the data

Even the large uncertainty band from HKNS not consistent with the data
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Charged hadron production at different
√
s
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Conclusions are the same for all ∼ TeV -energies at high pT
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Charged hadrons at lower
√
s

p+p data used in the present FF fits (DSS and AKK08):

pT

√
s = 630GeV, |η| < 3.0

√
s = 540GeV, |η| < 2.5

pT

√
s = 200GeV, |η| < 0.5

Here Kretzer clearly below the data
DSS gives a good describtion of the data
Only few data points above pT > 10 GeV/c and those with large
uncertainties
Constraints from data mostly from the region pT < 5 GeV/c where the
theoretical uncertainties (=scale variations) are very large
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Identified charged hadrons

[To appear in my Thesis]
Kaon-to-pion and proton-to-pion ratios at

√
s = 2.76 TeV

R
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π++π−

ALICE arXiv:1401.1250

pT

p+p̄
π++π−

p+p,
√
s = 2760 GeV

|η| < 0.8

Qualitative agreement in kaon-to-pion ratio
(with Kretzer FFs even quantative)
The measured proton-to-pion ratio not consistent with independent
fragmentation at pT < 10 GeV/c ⇒ Non-perturbative effects?
At pT > 10 GeV/c qualitative agreement with data
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p+Pb collisions at the LHC

Charged particle yield in p+Pb:
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µ = pT
µ = pT

PRL
〈TpPb〉 = 0.0983± 0.0035mb−1

√
sNN = 5020GeV
|η| < 0.3

pT

Similar behaviour as in p+p:
DSS overshoots the data
Kretzer consistent
Large scale uncertainty!

Nuclear modification factor:

RpPb =
dNpPb/dpTdη

〈TpPb〉dσpp/dpTdη

R
h
+
+
h
−

p
P
b

(p
T
)

pT

ALICE, |η| < 0.3
PRL 110: 082302, 2013

√
s = 5.0 TeV

|η| < 1.0

FF differences in dN cancel out
in ratio RpPb

⇒ RpPb not sensitive to FFs
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Charged hadrons in p+Pb

New data for charged hadrons in p+Pb from ALICE
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At pT & 10 GeV/c the data/NLO ratios are flat for both p+p and p+Pb
⇒ The ALICE baseline seems to be in control up to pT = 40 GeV/c
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Charged hadrons in p+Pb

New data for charged hadrons in p+Pb from CMS
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Disclaimer: CMS spectra read ”by eye” (from H. Paukkkunen)!
Rise in CMS data/NLO ratio at pT > 50 GeV/c in both p+p and p+Pb
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Summary & Conclusions

Summary
NLO pQCD calculations overshoot the charged hadron data in p+p
collisions at the LHC energies

Especially the recent FFs with low-
√
s, low pT p+p data included are clearly

above the data
Similar behaviour is observed in ALICE p+Pb data

However, the differences between different FFs cancel in ratios like RpPb

Conclusions
This behavior is due to the too hard gluon-to-hadron FFs
⇒ Calls for a complete re-analysis of the FFs using the high-

√
s data at

pT > 10 GeV/c

Supported also by ALICE data for (p + p̄)/(π+ + π−)
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Charged pion cross section

Charged pions in p+p collisions
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Data consistent within the uncertainties when using Kretzer FFs
With DSS and KKP calculation a factor two of above the ALICE data
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Comparison with data

χ2/N values for different FF sets with different scales

χ2 ≡
∑
i

(
Di − Ti
δtoti

)2

Scales choices: µ ≡ (µren/pT , µfact/pT , µfrag/pT)

µ (1,1,1) (1/2,1/2,1/2) (2,2,2)
pmin
T

[GeV/c] 1.3 5.0 10.0 1.3 5.0 10.0 1.3 5.0 10.0
N 368 169 103 368 169 103 368 169 103
kre 5.512 8.536 11.20 32.94 30.03 23.06 12.77 4.034 2.935
kkp 28.90 51.63 56.81 151.6 143.3 108.2 9.216 14.62 19.25
dss 63.36 112.3 114.2 248.5 319.5 245.6 16.68 33.50 40.96
hkns 85.80 149.5 151.1 303.9 396.8 312.6 24.28 48.59 57.49
akk05 169.9 236.7 218.4 594.6 619.0 428.9 51.39 84.58 89.88
akk08 150.1 177.7 154.4 566.6 486.5 300.3 40.82 59.13 60.70
bfgw 57.15 106.3 108.7 203.2 294.1 230.5 15.71 31.65 38.70

Same conclusions as "by eye":
Best agreement with the Kretzer FFs with softest gluons
Agreement is improved with pmin

T = 10 GeV/c
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Comparison with data

Correlated systemic uncertainties separately:

χ2
corr =

∑
k∈data sets

χ2
k, χ2

k =
∑
i

(
fkDi − Ti
δuncori

)2

+

(
1− fk
δnormi

)2

fk determined from χ2 minimization

µ (1,1,1) (1/2,1/2,1/2) (2,2,2)
pmin
T

[GeV/c] 1.3 5.0 10.0 1.3 5.0 10.0 1.3 5.0 10.0
N 368 169 103 368 169 103 368 169 103
kre 5.460 5.063 5.158 11.73 9.675 10.25 5.020 3.402 2.031
kkp 14.54 17.97 22.34 36.06 37.69 43.16 8.893 7.648 8.061
dss 31.74 35.11 44.75 113.4 82.19 98.73 13.86 14.00 16.59
hkns 41.30 45.73 58.50 130.9 101.1 123.9 17.58 18.67 22.72
akk05 44.89 66.01 86.08 208.4 159.0 175.9 21.00 27.13 35.42
akk08 29.72 49.73 63.47 160.3 137.1 130.9 15.79 19.42 25.51
bfgw 35.61 33.91 43.09 118.0 77.23 93.59 13.86 13.61 16.18

χ2/N values become somewhat lower but yield |1− fk| beyond
experimental uncertainties δnormi

Conclusions the same as with the other method
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Pion-to-proton ratio

ALICE measurement for Kaon-to-pion and proton-to-pion ratios:
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Figure 5. (left) The thermal fit of ALICE data showing data and model for the best fit. (right)
Mid-rapidity particle ratios compared to RHIC results and predictions from thermal models for
central Pb–Pb collisions at the LHC.
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Figure 6. K/⇡ (top) and p/⇡ production ratio in pp collisions compared with PYTHIA Monte
Carlo predictions and NLO calculations.

4. Transverse momentum distribution in proton-lead collisions
Particle production in proton-lead (p–Pb) collisions allows one to study and understand QCD
at low parton fractional momentum x and high gluon density. It is moreover expected to be
sensitive to nuclear e↵ects in the initial state. For this reason p–Pb measurements provide an
essential reference tool to discriminate between initial and final state e↵ects and they are crucial
for the studies and the understanding of deconfined matter created in nucleus-nucleus collisions.

The measurement of the transverse momentum pT distributions of charged particle in p–
Pb collisions were reported already in [13]. It was previously shown that the production of

[arXiv:1304.0899 [hep-ex]]
(p + p̄)/(π+π−) not consistent with independent fragmentation at
pT . 8 GeV/c
⇒ Shouldn’t be used for global fits
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New results for charged hadrons in p+Pb

Comparison to EPS09

23

• Measured R
pPb

 for charged particles in |η
CM

|<1 compared to 

y=0 EPS09 prediction for π0

Krisztián Krajczár (CERN)           HP 2013 Cape Town, South Africa, November 4-8, 2013

PAS-CMS-HIN-12-017

Transverse momentum dependence of inclusive primary charged-particle production . . . 5

pQCD at
√
s= 5.02 and 7 TeV [10].

In the lower panel of Fig. 1 the ratios of the spectra for backward (−0.8 < ηcms < −0.3 and −1.3 <
ηcms < −0.8) pseudorapidity ranges to that at |ηcms| < 0.3 are shown. The indication of a slight softening
of the pT spectrum when going from central to backward (Pb-side) pseudorapidity, observed already
in the pilot-run data of 2012 [4] (note opposite ηcms sign convention in [4]) is confirmed with better
significance and extended in pT down to 0.15 GeV/c.

A good description of our earlier measurement of spectra in p–Pb collisions [4] was achieved in the
EPOS3 model [14] including a hydrodynamical description of the collision, while the PHSD model [15]
significantly underestimated the spectra for pT values of several GeV/c.
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Fig. 2: The nuclear modification factor of charged particles as a function of transverse momentum, measured
in minimum-bias (NSD) p–Pb collisions at √sNN = 5.02 TeV in two pseudorapidity ranges, |ηcms| < 0.3 and
−1.3< ηcms < 0.3. The statistical errors are represented by vertical bars, the systematic errors by boxes around
data points. The relative systematic uncertainties on the normalization are shown as boxes around unity near
pT = 0.

In order to quantify nuclear effects in p–Pb collisions, the pT-differential yield relative to the pp reference,
the nuclear modification factor, is calculated as:

RpPb(pT) =
d2NpPb/dηdpT

〈TpPb〉d2σ pp/dηdpT
, (1)

where NpPb is the charged particle yield in p–Pb collisions.

The measurement of the nuclear modification factor RpPb for charged particle production in |ηcms| < 0.3
and −1.3< ηcms < 0.3 is shown in Fig. 2. The uncertainties of the p–Pb and pp spectra are added
in quadrature, separately for the statistical and systematic uncertainties. The systematic uncertainties
are largely correlated between adjacent pT bins. The total systematic uncertainty on the normaliza-
tion, the quadratic sum of the uncertainty on 〈TpPb〉, the normalization of the pp reference spectrum and
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significance and extended in pT down to 0.15 GeV/c.
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−1.3< ηcms < 0.3. The statistical errors are represented by vertical bars, the systematic errors by boxes around
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In order to quantify nuclear effects in p–Pb collisions, the pT-differential yield relative to the pp reference,
the nuclear modification factor, is calculated as:

RpPb(pT) =
d2NpPb/dηdpT

〈TpPb〉d2σ pp/dηdpT
, (1)

where NpPb is the charged particle yield in p–Pb collisions.

The measurement of the nuclear modification factor RpPb for charged particle production in |ηcms| < 0.3
and −1.3< ηcms < 0.3 is shown in Fig. 2. The uncertainties of the p–Pb and pp spectra are added
in quadrature, separately for the statistical and systematic uncertainties. The systematic uncertainties
are largely correlated between adjacent pT bins. The total systematic uncertainty on the normaliza-
tion, the quadratic sum of the uncertainty on 〈TpPb〉, the normalization of the pp reference spectrum and
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the nuclear modification factor, is calculated as:

RpPb(pT) =
d2NpPb/dηdpT
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and −1.3< ηcms < 0.3 is shown in Fig. 2. The uncertainties of the p–Pb and pp spectra are added
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EPOS3 model [14] including a hydrodynamical description of the collision, while the PHSD model [15]
significantly underestimated the spectra for pT values of several GeV/c.
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in minimum-bias (NSD) p–Pb collisions at √sNN = 5.02 TeV in two pseudorapidity ranges, |ηcms| < 0.3 and
−1.3< ηcms < 0.3. The statistical errors are represented by vertical bars, the systematic errors by boxes around
data points. The relative systematic uncertainties on the normalization are shown as boxes around unity near
pT = 0.

In order to quantify nuclear effects in p–Pb collisions, the pT-differential yield relative to the pp reference,
the nuclear modification factor, is calculated as:

RpPb(pT) =
d2NpPb/dηdpT

〈TpPb〉d2σ pp/dηdpT
, (1)

where NpPb is the charged particle yield in p–Pb collisions.

The measurement of the nuclear modification factor RpPb for charged particle production in |ηcms| < 0.3
and −1.3< ηcms < 0.3 is shown in Fig. 2. The uncertainties of the p–Pb and pp spectra are added
in quadrature, separately for the statistical and systematic uncertainties. The systematic uncertainties
are largely correlated between adjacent pT bins. The total systematic uncertainty on the normaliza-
tion, the quadratic sum of the uncertainty on 〈TpPb〉, the normalization of the pp reference spectrum and
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Identified hadrons in FF analyses

Unidentified charged hadrons sum of pions, kaons and (anti)protons
d
σ
i

d
p
T
d
η
/

d
σ
to
t

d
p
T
d
η

pT

(π+ + π−)/(h+ + h−)

(K+ +K−)/(h+ + h−)

(p+ + p−)/(h+ + h−)

p+p,
√
s = 7.0 TeV

|η| < 0.8

pT

p+p,
√
s = 2.76 TeV

|η| < 0.8

(Σi(h
+
i + h−i ))/(h+ + h−)

DSS

KKP

Roughly (according to the DSS and KKP analyses):
- 10 % protons
- 20 % kaons
- 70 % pions

In DSS analysis the fraction of residual hadrons . 2 %
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Identified hadrons

Charged pions, kaons and (anti)protons in p+p collisions
d
N

d
3
p

pT

DSS
KRE
KKP
ALICE arXiv:1401.1250

π+ + π−

pT

K+ +K−

p+p√
s = 2760 GeV
|η| < 0.8

pT

p + p̄

Pion described accurately with Kretzer FFs
Kaons described well with all considered FFs
Neither the shape nor the normalization consistent with the data
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